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Metasurfaces for near-eye display applications
Yan Li1, Xiaojin Huang1, Shuxin Liu1*, Haowen Liang2*, Yuye Ling1 and
Yikai Su1*

Virtual reality (VR) and augmented reality (AR) are revolutionizing our lives. Near-eye displays are crucial technologies
for VR and AR. Despite the rapid advances in near-eye display technologies, there are still challenges such as large field
of view, high resolution, high image quality, natural free 3D effect, and compact form factor. Great efforts have been de-
voted  to  striking  a  balance  between  visual  performance  and  device  compactness.  While  traditional  optics  are  nearing
their limitations in addressing these challenges, ultra-thin metasurface optics, with their high light-modulating capabilities,
may present a promising solution.  In this review, we first  introduce VR and AR near-eye displays,  and then briefly  ex-
plain  the  working  principles  of  light-modulating  metasurfaces,  review  recent  developments  in  metasurface  devices
geared  toward  near-eye  display  applications,  delved  into  several  advanced  natural  3D  near-eye  display  technologies
based  on  metasurfaces,  and  finally  discuss  about  the  remaining  challenges  and  future  perspectives  associated  with
metasurfaces for near-eye display applications.
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 Introduction
Recently,  the  emergence  of  the  metaverse  has  sparked a
surge  of  interest  in  virtual  reality  (VR)  and  augmented
reality  (AR)  technologies1−6,  which  has  led  to  extensive
research in both industry and academia. VR creates fully-
immersive  virtual  environments  by  presenting  digital
images  to  users,  while  effectively  blocking  out  the  real
world. And AR allows the viewers to perceive and inter-
act  with a  mixed-reality  world by superimposing virtual
information  onto  real-world  scenes.  These  technologies
offer a wide range of potential applications, including en-
tertainment7, military training8,9, education, remote com-
munication10,  and  design  engineering11,12. It  is  anticip-
ated  that  they  will  soon  revolutionize  our  daily  lives,
transforming the way we live, work, and learn, and emer-
ging as the next-generation human-machine interface.

Near-eye  displays13−15 are crucial  to  VR and AR tech-
nologies.  Innovative  near-eye  headsets  such  as  Google
Glasses, Microsoft Hololens, Meta Quest, and Apple Vis-
ion Pro, have been developed and launched, offering un-
precedented  user  experiences  that  push  the  boundaries
of human imagination16−26,  as shown in Fig. 1. However,
there are still challenges to overcome before VR and AR
can be widely adopted for everyday use. For VR displays,
it  is  critical  to  provide  a  large  field-of-view  (FOV)  and
high-resolution  virtual  images  to  enhance  the  realism
and  immersion  of  the  virtual  environment.  However,
this  often results  in increased bulkiness  and weight.  For
AR displays, compactness and lightweightness are highly
desired for  long-term  viewing  and  interaction.  An  ad-
equate FOV, the see-through ability without obvious dis-
tortions  of  the  real-world  scene,  and  good  contrast  in 
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both the real-world scene and virtual images are also re-
quired. Balancing  and  optimizing  these  features  simul-
taneously remains a challenge. Moreover, because of the
stereoscopic  3D  display  technology27 employed,  these
near-eye  headsets  are  incapable  of  generating  a  realistic
3D effect with all the depth cues correctly presented28, as
experienced in the real world. This discrepancy in depth
cues can result in an unrealistic 3D effect and even cause
visual fatigue and nausea29, compromising the visual ex-
perience for both VR and AR.

Metasurfaces30−33, ultra-thin  planar  elements  consist-
ing of  sub-wavelength  antennas,  offer  superior  modula-
tion capabilities for light amplitude, phase, and polariza-
tion  state,  outperforming  conventional  refractive  and
diffractive optics. Extensive research has been conducted
on  optical  metasurface  devices,  including  gratings34,35,
lenses36−38,  and  holograms39−43.  Advances  in  metasurface
device design  and  fabrication  engineering  have  facilit-
ated their applications in a great variety of areas such as
displays44,45, cameras46,47, and microscopes48,49. With their
ultra-thin  form factor,  subwavelength  modulation  scale,

and high modulation flexibility,  metasurfaces are prom-
ising candidates as key components in near-eye displays
to  replace  bulky  conventional  optics  or  enable  novel
functionalities,  paving  the  way  for  next-generation  AR
and VR technologies50.

In this review, we first introduce VR and AR near-eye
displays, discussing  the  working  principles,  basic  archi-
tectures, key functional components, and challenges. We
then briefly explain the working principles of light-mod-
ulating metasurfaces.  Next,  we  review  recent  develop-
ments  in  metasurface  devices  geared  toward  near-eye
display applications, illustrating their working principles,
functionalities,  and  performance  characteristics  within
various  VR  and  AR  architectures.  We  then  delved  into
several  natural  3D  near-eye  display  technologies  based
on metasurfaces. Finally, we discuss the remaining chal-
lenges associated  with  metasurfaces  for  near-eye  dis-
plays and suggest future research directions.

 Principles of metasurfaces
Metasurfaces,  constructed  from  subwavelength-scaled
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Fig. 1 | Roadmap of near-eye display development. First AR Head-Mounted Display (HMD) prototype, developed by Ivan Sutherland in 1968.

Figure reproduced from ref.16, under a Creative Commons Attribution 4.0 International. VR HMD, National Aeronautics and Space Administration

(NASA)  Ames VIEW. Figure  reproduced from ref.17,  National  Aeronautics  and Space Administration.  HMDs based on waveguide devices  and

freeform surfaces. First AR commercial glass-product, SV-6 PC viewer, developed by MicroOptical in 2003. Figure reproduced from ref.20, the Mi-

croOptical Corporation. Monocular optical see-through smart glass, Google Glass, developed by Google in 2012. Figure reproduced from ref.21,

Wikipedia. Representative modern VR HMD, Oculus Rift. Figure reproduced from ref.22, Wikipedia. Representative modern AR HMD, Microsoft

HoloLens 1, based on optical waveguides in 2015. Figure reproduced from ref.23, Wikipedia. First commercial dual-focal AR display device, Ma-

gic Leap one, released by Magic Leap in 2018. Figure reproduced from ref.24, Wikipedia. First AR system based on a metasurface device pro-

posed by Lee et  al.  in  2018.  Figure reproduced from ref.25,  Nature Publishing Group,  under a Creative Commons Attribution 4.0 International.

Video-see-through AR glass, Apple Vision Pro, developed by Apple in 2023. Figure reproduced from ref.26, Apple.
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meta-atoms arranged in specific configurations, are arti-
ficial materials with the ability to independently or sim-
ultaneously manipulate  various  properties  of  light,  in-
cluding  phase,  amplitude,  wavelength,  polarization,  and
temporal  characteristics.  As  a  result,  metasurfaces  have
emerged as  an innovative  platform for  controlling light.
Their remarkable functionalities offer significant oppor-
tunities for the design of near-eye displays, which neces-
sitate  efficient  manipulation  of  diffractive  light  within  a
confined space.

In  a  metasurface,  each  individual  meta-atom  can  be
conceptualized as  a  secondary  wave  emitter  that  gener-
ates light with specific optical properties by the Huygens
principle49.  For a near-eye display, the desired capability
is to modulate the phase, polarization, and wavelength of
light.  Therefore,  this  review  will  primarily  focus  on  the
fundamental  principles  underlying  the  modulation  of
these optical properties.

Phase modulation  is  one  of  the  most  frequently  util-
ized features  of  metasurfaces  in  near-eye  displays.  Vari-
ous  mechanisms,  such  as  resonant  phase51,  propagation
phase52,  geometry  phase53, and  other  nonlocal  modula-
tions54,55,  can  be  implemented  in  meta-atoms  for  phase
control.

Within a specific  wavelength range,  the incident light
can excite the resonant mode in meta-atoms, leading to a
phase shift in the transmitted or reflected light, known as
the resonant phase. This phase is influenced by the geo-
metric parameters and electromagnetic properties of the
meta-atoms constituent materials.  By tuning these para-
meters,  the  resonant  condition  and  resonant  phase  can
be  effectively  modulated.  Metallic  meta-atoms  are  often
used  for  resonant  phase  modulation  due  to  their  ability
to utilize plasmonic resonance56−58. However,  their prac-
tical  applications  are  hindered  by  the  significant  ohmic
loss, resulting in low working efficiency.  As an alternat-
ive, dielectric  meta-atoms  exhibit  Mie  resonance,  offer-
ing a more efficient method for resonant phase modula-
tion with minimal ohmic loss59. Unlike plasmonic reson-
ance,  Mie  resonance  originates  from  the  interplay
between intrinsic electric and magnetic resonances with-
in  these  meta-atoms.  More  recently,  advanced  resonant
modes, such  as  integrated  resonance,  have  been  pro-
posed, providing greater degrees of freedom for sophist-
icated modulation of the resonant phase60,61.

The  propagation  phase  refers  to  the  phase  shift  that
occurs when light traverses a dielectric meta-atom62−64. In
this  scenario,  the  meta-atom  is  treated  as  a  truncated

waveguide,  where  the  height  and  the  effective  refractive
index of  the  meta-atom determine  the  phase  accumula-
tion  during  light  propagation.  Typically,  the  height  is
uniform, while  the  effective  refractive  index  is  influ-
enced  by  the  fill  factor  and  constituent  material  of  the
meta-atom. Therefore,  adjusting  the  geometrical  para-
meters enables the tuning of the propagation phase. The
propagation phase is often utilized in the design of polar-
ization-insensitive metasurfaces.

In contrast  to  the  previous  two  principles,  the  geo-
metry  phase,  also  known  as  the  Pancharatnam-Berry
phase53, provides  a  unique  approach  to  phase  modula-
tion in metasurfaces. When circularly polarized light in-
teracts  with  an  anisotropic  meta-atom,  the  output  light
undergoes  a  polarization  state  flip  to  orthogonal  states,
accompanied  by  an  induced  phase  shift.  This  geometry
phase  is  precisely  twice  the  in-plane  rotational  angle  of
the meta-atoms65,66. Consequently, an entire metasurface
can  be  constructed  using  an  array  of  these  anisotropic
meta-atoms, all  featuring  the  same  geometry  but  differ-
ent in-plane rotational angles.

The  aforementioned  phase  modulation  mechanisms
primarily  focus  on  local  phase  modulation.  However,
nonlocal  modulation67 of phase  presents  greater  oppor-
tunities for  efficient  angular  manipulation.  This  ap-
proach relies on both the local  Bloch modes and a large
number  of  nonlocal  overlapping  modes  to  effectively
modulate  light68.  By  leveraging  these  mechanisms,  light
can  interact  with  the  desired  diffraction  channel  with  a
higher  probability,  maintaining  a  very  high  diffraction
efficiency even at large deflection angles. For instance, it
has been reported that both transverse electric (TE) and
transverse  magnetic  (TM)  diffraction  efficiencies  can
reach approximately 75% at a deflection angle of 75° us-
ing a metagrating designed for a wavelength of 1050 nm,
based  on  freeform  multimode  geometries35. Since  non-
local  modes  are  difficult  to  predict  and  engineer,  these
metagratings  are  typically  designed  using  an  inverse
design  approach,  which  is  result-driven,  with  the  local
modes being automatically obtained69.

By  carefully  designing  metasurfaces  with  the  phase
modulation  methods  mentioned  above,  they  could
achieve superior optical properties such as a wider angu-
lar  bandwidth70 and  higher  diffraction  efficiency71.
Moreover, metasurfaces can modulate not only the phase
but also the polarization or amplitude simultaneously72,73.
These  features  allow  for  convenient  polarization74−77 or
wavelength78 multiplexing,  providing  more  design
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freedoms to  improve  the  optical  performance  and  en-
able new functionalities in near-eye displays79,80.

 Fundaments of near-eye displays
The recent  advancements  in  optics,  high-resolution dis-
plays,  and  information  technologies  have  led  to  the
emergence of  VR and AR near-eye displays,  finding ap-
plications in various fields.

A typical VR display architecture is shown in Fig. 2(a).
A display  panel  is  placed  within  one  focal-length  dis-
tance  from  the  eyepiece.  This  arrangement  allows  the
virtual image of the display panel to be magnified by the
eyepiece and viewed by the human eye. With the extern-
al  light  blocked,  the  viewer  becomes  fully  immersed  in
the  virtual  environment.  The  eyepiece  and  the  image
source are two critical components of a VR display. The
eyepiece can consist  of  a  group of  refractive  or  diffract-
ive  optics,  and  the  system  configuration  can  be  either
transmissive,  as  shown  in Fig. 2(a),  or  reflective  with  a
folded optical path for a more compact form factor, as in
a pancake scheme81,82. High-resolution liquid crystal dis-
plays (LCDs),  organic  light-emitting-diode  (OLED)  mi-
crodisplays, and micro light-emitting-diode (μLED) mi-
crodisplays  are  commonly  employed  as  image  sources83

in VR displays.
For  VR displays,  which  aim to  provide  an  immersive

virtual  environment,  a  critical  challenge  is  to  provide  a
wide FOV  that  is  comparable  to  the  human  visual  sys-
tem. The monocular FOV of the human eye is approxim-
ately 160°  horizontally  and  130°  vertically,  and  the  bin-
ocular FOV  is  about  200°  horizontally  and  130°  vertic-
ally84.  Hence,  the  eyepiece  should  have  good  imaging
capability within a large FOV.

VR displays face a significant challenge in the form of
the  vergence-accommodation  conflict  (VAC)
problem28,85,86, which  leads  to  3D  visual  fatigue.  This  is-
sue  arises  from  the  stereoscopic  3D  display  technique
used  in  commercial  VR headsets.  When  viewing  a  real-
world  scene,  both  eyes  converge  at  the  depth  of  the  3D
object,  with  each  eye  accommodating  (focusing)  at  the
same depth as shown in Fig. 2(b). However,  in a stereo-
scopic  VR  display,  where  two  separate  parallax  images
are projected to each eye to create a virtual 3D image, the
eyes converge on the virtual  3D image,  but  each eye fo-
cuses on the 2D virtual image plane on the display panel,
as shown in Fig. 2(c). The depth of the virtual 3D image
perceived by two-eye convergence could be varied by ad-
justing  the  parallax  images,  but  the  depth  perceived  by
eye accommodation remains at  a  fixed image plane dis-
tance when the image distance and eyepiece focal length
are set. This mismatch between accommodation and ver-
gence distances leads to visual fatigue, nausea, and other
discomfort.  Various  true  3D display87 technologies  such
as  light  field  display80,88−90,  holographic  display91,92,  and
volumetric 3D display93,94 have been proposed to address
this problem.

For  AR  displays,  there  are  two  basic  architectures:
video-see-through and optical-see-through95. The former
is  quite  similar  to  VR,  comprising  an  image  source  and
an eyepiece,  but  with an additional  component  -  a  real-
time capturing camera. Instead of viewing the real world
optically,  the  viewer  sees  the  real-time  video  of  the  real
world captured by the camera, with computer-generated
virtual information added to the display, as shown in Fig.
3(e). Recently, Apple Vision Pro, a representative video-
see-through  AR  product,  was  launched,  offering  a
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Fig. 2 | (a) VR display optical schematic diagram. (b) Consistent accommodation and vergence distances when observing the real-world scene.

(c) Mismatch between accommodation and vergence distances when viewing with a stereoscopic 3D display.
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high-quality real-world environment with abundant vir-
tual resources. This review, however, focuses on optical-
see-through AR displays. An optical see-through AR dis-
play requires an additional  functional  component called
an optical combiner, in addition to the display panel and
eyepiece.  This  component  overlays  the  virtual  image
onto the real world. A combiner typically reflects virtual
image light and transmits real-world light into the eye to
combine  the  virtual  and  the  real  world.  Hence,  a  beam
splitter  (BS)96,97,  a  polarization beam splitter  (PBS)98,99,  a
partially  reflective  mirror  (including  half  mirror),  or
gratings100 on a waveguide could all  serve as a combiner
in an optical see-through AR display. Figure 3(a–d) illus-
trates  various  optical-see-through  AR  architectures
based on different optical combiners.

Figure 3(a) illustrates  the  architecture  of  the  simplest
optical  see-through  AR  display,  which  is  based  on  a  BS
combiner. The virtual image is first magnified by the eye-
piece and then reflected towards the eye by the BS. Sim-
ultaneously, the real-world light can pass through the BS
directly,  entering  the  eye  without  distortion.  The  BS
could  be  a  regular  polarization-independent  BS  in  the
form of  a  cube  or  thin  plate,  with  its  transmittance  and
reflectance  optimized  to  achieve  the  desired  brightness
for  virtual  and  real  environments.  Obviously,  there  is  a
tradeoff  between  the  efficiency  of  the  virtual  image  and

real-world light. However, if the virtual image light is lin-
early  polarized,  such as  that  from an LCD,  employing a
PBS  can  significantly  improve  the  efficiency  of  virtual
image  light  while  maintaining  ~50%  transmittance  for
the real-world light.

The birdbath architecture is  a  commonly used design
in  commercial  optical-see-through  AR  products101.  As
shown  in Fig. 3(b),  the  image  light,  initially  modulated
by the refractive optics near the display panel, undergoes
a series of reflections. It  is  first reflected by the BS, then
by  the  curved  partial  mirror,  and  finally  passes  through
the BS again before  reaching the eye.  The refractive  op-
tics and the curved partial mirror work together to mag-
nify  the  image,  functioning  as  an  eyepiece.  The  folded
optical path, combined with the design flexibility offered
by  the  separate  refractive  and  reflective  optics,  allows
these  systems to  deliver  high-quality  images  and a  large
FOV. Moreover, they maintain a relatively compact form
factor and are lightweight.

Figure 3(c) demonstrates the schematic  of  an AR dis-
play  system based on freeform optics.  Here,  image light
injected  into  the  freeform  prism  is  first  reflected  at  the
glass-air interface via total internal reflection (TIR), and
then by the partially reflective mirror. Each surface of the
prism  could  be  individually  designed  and  optimized  to
jointly  achieve  high  image  quality  for  the  virtual  image.
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A compensator  prism is  required to compensate  for  the
real-world scene.  This  design can yield high-quality  im-
ages with a broad FOV and high efficiency. Nonetheless,
this  approach  also  results  in  a  bulky  and  heavy  overall
system. Furthermore, it often necessitates more complex
and costly manufacturing processes.

Figure 3(d) shows the schematic of a waveguide-based
AR  display  utilizing  grating  couplers.  Light  from  the
light engine  is  first  collimated  by  a  collimating  lens  be-
fore being  coupled  into  the  waveguide.  It  then  propag-
ates within the waveguide via TIR until it is coupled out
towards the eye by the grating. The input coupler is typ-
ically highly efficient, maximizing the utilization of light
emitted  from  the  microdisplay.  In  addition  to  gratings,
geometry prisms  could  also  serve  as  high-efficiency  in-
put couplers. Conversely, the output coupler, which also
functions  as  a  pupil  expander,  usually  has  a  lower  and
spatially varying efficiency to ensure a uniformly duplic-
ated eye box.  The out-couplers are usually made of  sur-
face relief  gratings,  volume gratings,  or  holographic  op-
tical  elements.  Due  to  the  dispersive  nature  of  gratings,
waveguide architectures  often  employ  multiple  wave-
guides or a wavelength multiplexing technique to enable
full-color  rendering.  The  waveguide  architecture
provides a  smaller  form  factor  and  lighter  weight  com-
pared to other designs.  It  allows for  very high transmit-
tance  of  most  real-world  light,  but  the  overall  efficiency
for the virtual image light is relatively low. Additionally,
the  FOV  of  the  waveguide-based  AR  displays  is  limited
due to the constraints imposed by TIR.

In the realm of near-eye display architectures, there is
always a trade-off between various features such as FOV,
resolution,  image  quality,  and  form  factor.  Researchers
and engineers  are  constantly  striving  to  strike  a  balance
between  visual  performance  and  device  compactness.
While  traditional  optics  are  nearing  their  limitations  in
addressing these  challenges,  ultra-thin  metasurface  op-
tics,  with  their  high  light-modulating  capabilities,  may
present  a  promising  solution.  In  the  following  sections,
we  will  review  recent  developments  in  metasurface
devices orientated toward near-eye display applications.

 Metasurfaces in VR displays
As previously discussed, the architecture of a VR display
is  relatively  straightforward,  composed  of  two  main
functional components:  the  image  source  and  the  eye-
piece.  In  theory,  metasurface  devices  could  serve  as
either the image source or the eyepiece. However, for VR

displays,  the  image  source  must  provide  large-size,
video-rate, full-color images to create an immersive vir-
tual environment. This requirement surpasses the capab-
ility of  the  state-of-art  metasurfaces.  Therefore,  the  ap-
plication of metasurfaces in VR displays is  primarily re-
stricted to functioning as an eyepiece.  Compared to tra-
ditional bulky  optics,  metasurface  eyepieces,  character-
ized  by  their  planar  architectures  with  exceptionally
compact footprints  and versatile  phase  modulation cap-
abilities,  provide  greater  light  deflecting  and  aberration
suppression capabilities.  The  main  challenge  for  metas-
urface eyepieces in achieving a full-color VR display with
a  large  FOV  lies  in  the  design  and  fabrication  of  large-
size, achromatic metalenses.

In  2021,  Li  et  al.  proposed  a  method  for  achieving
large-area multiwavelength achromatic metalenses using
multiple-zone dispersion engineering102, which they sub-
sequently  employed  in  a  VR  system.  While  broadband
achromatic  metalenses36 could be  achieved by designing
spatially  varied  meta-atoms  that  independently  control
phase  profile  and  dispersion  parameters,  such  as  group
delay (GD) and group delay dispersion, the required GD
significantly increases with the diameter of metalens, ex-
ceeding the capabilities of meta-atoms. This typically re-
stricts the  size  of  achromatic  metalenses  to  tens  of  mi-
crons.  To  overcome  this  limitation,  they  divided  the
metalens into multiple zones, as shown in Fig. 4(a), to re-
duce the required GD within each zone and fabricated a
2-mm-diameter,  high  numerical  aperture  (NA=0.7)
RGB-achromatic metalens102.  The metalens is  composed
of TiO2 nanofin structures on fused silica substrate. Fig-
ure 4(b) shows  a  scanning  electron  microscopic  (SEM)
image  of  the  fabricated  metalens. Figure 4(c) illustrates
the  schematic  of  the  VR  display  system,  where  the
achromatic metalens is used as an eyepiece and an RGB-
laser-based image source is employed. The displayed VR
images  are  shown in Fig. 4(d–g). As can be seen,  differ-
ent  color  components  achieve  high  image  quality  at  the
same  image  depth  simultaneously,  indicating  negligible
chromatic aberration.

While the  aforementioned  method  achieves  the  de-
sired phase profiles, it necessitates a significant variation
in  meta-atom  structures,  thereby  increasing  fabrication
complexity.  To  address  this,  the  same  research  group
proposed  a  novel  inverse-design  framework  in  2022103.
This  new  approach  deviates  from  optimizing  the  phase
profiles and instead focuses on maximizing the intensity
of different wavelengths at the focal spot. By using a fast-
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approximate  solver  and an adjoint  method,  a  1-cm-dia-
meter, RGB-achromatic, polarization-insensitive metalens
was designed based on the same materials102 but simpler
meta-atom  structures.  The  picture  of  the  achromatic
metalens with an NA of 0.3 is shown in Fig. 5(a). Figure
5(b) shows  the  measured  focal  intensity  distribution  in
the XZ plane for the red (488 nm), green (532 nm), and
blue (658  nm)  colors,  respectively,  demonstrating  min-
imal focal shift. The focusing efficiency of the fabricated
metalens  was  measured  to  be  15.8%,  13.6%,  and  16.1%
for  RGB  colors,  respectively. Figure 5(c) shows  a  photo
of  the  VR  system  employing  the  achromatic  metalens
eyepiece  and  a  laser-illuminated  micro-LCD,  while Fig.
5(d–g) exhibits the VR images generated by the system.

Despite  these  advances  in  large-scale  metalens  design
engineering, the fabrication of metalenses still heavily re-
lies  on  high-resolution  nanopatterning  techniques  like
electron-beam  lithography,  which  are  usually  high-cost
and  low-throughput.  Recently,  Kim  et  al.  proposed  and
demonstrated  a  cost-effective,  high-throughput  method
for mass production of large-aperture visible metalenses
using deep-ultraviolet  argon  fluoride  immersion  litho-
graphy  and  wafer-scale  nanoimprint  lithography104.  The
schematic  of  the  mass  production  procedures  is  shown
in Fig. 6. Using this  novel  method,  they  fabricated hun-
dreds  of  1-cm-diameter  metalens  via  a  12-inch  master
stamp.  A prototype  of  the  VR device  was  demonstrated
with  a  high-performance,  mass-manufactured  metalens
capable of displaying red, green, and blue color images.

 Metasurfaces in AR displays
Given their versatile functionality, high optical perform-
ance and ultra-thin form factors, metasurfaces have been
proposed  as  critical  optical  components  in  various  AR
display  architectures.  They  can  function  as  eyepieces,
combiners, and more,  substituting  traditional  bulky  op-
tics  or  integrating  new  advanced  optical  functionalities,
to  achieve  more  compact  and  lightweight,  high  image-
quality and large FOV AR displays. Though not as soph-
isticated as video-rate refreshing microdisplays, metasur-
faces have also been employed in some AR displays as an
image source to provide holographic images105,106.  In the
following  sections,  we  will  review  the  applications  of
metasurfaces in different AR architectures.

 Base on beam splitters
As discussed before, AR displays based on beam splitters
typically involve a transmissive on-axis refractive lens as
an eyepiece and a beam splitter, occasionally supplemen-
ted  by  a  partial  reflective  lens,  as  the  combiner.  Within
such  architectures,  transmissive  metalenses  emerge  as  a
compelling  alternative  to  conventional  refractive  lenses,
offering  the  potential  for  a  more  compact  form  factor
and an expanded FOV107.

In 2018, Lee et al. demonstrated an AR display featur-
ing a  90°  FOV,  facilitated  by  a  20-mm large-area  trans-
missive  metasurface  eyepiece  within  a  beam-splitter-
based architecture25.  The large-area metalens,  composed
of poly-crystalline silicon posts on a SiO2 substrate,  gets
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its  phase  modulated  by  the  geometry  phase  principle.
The  schematic  of  the  AR  display  is  shown  in Fig. 7(a).
The image light from the display panel first traverses the
BS, after which its different color components are reflec-
ted  by  the  corresponding  dichroic  mirrors.  Upon  its

second encounter  with  the  BS,  the  image  light  is  reflec-
ted and subsequently modulated by the metalens,  form-
ing a magnified virtual image in the viewer’s line of sight.
The circular polarizer arrangement in Fig. 7(a) allows the
metalens  to  function  concurrently  as  a  positive  lens  for
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the  image  light  and  as  a  transparent  window  for  real-
world light. Hence, the viewer perceives the virtual image
floating  on  the  real  world.  In  this  configuration,  the
dichroic  mirrors  are  positioned  at  different  locations  to
counteract  the  chromatic  dispersion  of  the  metalens,
thereby  ensuring  that  different  color  images  are  formed
at the  same  depth.  The  metalens  is  fabricated  by  elec-
tron-beam lithography and nanoimprint  technique,  and
its SEM photo is depicted in Fig. 7(b). The resultant im-
age, shown in Fig. 7(c), reveals that the real-world scene
remains  visible,  albeit  with  decreased  brightness  due  to
the  use  of  the  circular  polarizers,  while  the  RGB  virtual
image spans a large FOV.

As a matter of fact, the metalenses utilized in VR dis-
plays, as we discussed in the previous session, could also
be used as an eyepiece in the BS-based AR displays, giv-
en their inherent functionality. For instance, Li et al. ap-
plied the  RGB  achromatic  metalens,  previously  intro-
duced  in  the  context  of  VR  display,  in  a  full-color  AR
display  prototype102.  Owing  to  the  achromatic  nature  of
the metalens  itself,  the  optical  configuration  is  signific-
antly simplified. As shown in Fig. 7(d), the color image is
magnified by the metalens and subsequently reflected to-
wards  the  eye  by  the  beam  splitter. Figure 7(e–f) shows
the AR images  generated by  the  prototype,  demonstrat-
ing that the real-world scene retains a reasonable level of

brightness,  and  the  RGB  virtual  images  appear  at  the
same depth, a testament to the achromatic properties of
the metalens.

 Base on waveguides
In waveguide  architecture,  the  key  functional  compon-
ents  are  the  collimating  lens  and  the  in-  and  out-
couplers. Metasurfaces,  with their  versatile  optical  func-
tionality,  could  act  as  either  a  collimating  lens  or  a
coupler80,108−111.  However,  most  research  focuses  on  the
latter,  fully  leveraging  the  high  flexibility  in  wavefront
control112. The primary challenges lie in achieving a large
FOV  and  ensuring  large  and  uniform  brightness  at  the
eye box.

In 2018, Shi et al. proposed the use of polarization-de-
pendent  metagratings  to  achieve  wide  FOV  waveguide
displays113.  In  such  a  system,  both  the  in-  and  out-
couplers  are  polarization-selective  metagratings,
achieved  by  spatially  interleaving  TE-pass  and  TM-pass
gratings. These gratings would diffract TE and TM light
from the same incident angle to different output angles.
As shown in Fig. 8(a), light from the left and right halves
of the FOV is encoded with TE and TM polarizations, re-
spectively. Each polarization is guided into and out of the
waveguide.  In  this  design,  a  specific  guided  angle  is
mapped  to  two  different  output  angles.  Although  the
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maximum  FOV  for  each  polarization  is  still  limited  by
the  TIR  condition,  the  separation  of  the  TE  and  TM
FOVs via the polarization-selective meta-couplers  signi-
ficantly increases the total FOV. The theoretical calcula-
tion  indicates  that  the  proposed  design  can  achieve  a
FOV  70%  larger  than  the  maximum  horizontal  FOV
achieved in conventional diffractive grating designs.

In 2022, Boo et al. proposed and demonstrated a nov-
el large-FOV, full-color AR display prototype based on a
single  layer  of  metasurface  waveguide114.  The  schematic
of  the  prototype  is  shown  in Fig. 8(b).  A  laser  scanner
projects an image with a minimal divergence angle and a
small  FOV.  The  in-metasurface  optical  element  (MOE)
then diffracts the image light, guiding it along the wave-
guide in compliance with the TIR condition.  Because of
the narrow FOV, the light beam retains a nearly identic-
al optical path inside the waveguide. The out-MOE sub-
sequently  deflects  and converges  the light  from all  FOV

angles  towards  the  observer’s  eye  with  relatively  strong
optical power. Therefore, the eye would observe the im-
age with  a  large  FOV.  As  the  metasurface  optical  ele-
ments are optimized for low dispersion, the same wave-
guide  can  facilitate  RGB  color  laser  light,  resulting  in  a
simplified structure. Fabrication of the MOEs involves a
silicon foundry  process,  incorporating  nitride  film  de-
position, deep-ultraviolet  lithography,  and  MOE  nano-
patterning. In  this  work,  they  employed  continuous  ir-
regular structures other than discrete structures, as illus-
trated in the SEM image of a fabricated MOE in Fig. 8(c).
The preference  for  continuous  structures  holds  signific-
ant promise  in  terms  of  development  prospects.  It  cir-
cumvents  issues  associated  with  phase  under-sampling
and resonance between adjacent structures, thus leading
to  enhanced  efficiency  and  broader  bandwidth,  which
are  critical  factors  for  advancing  metasurface-based  AR
displays115−117.  And Fig. 8(d) shows  the  displayed  AR
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image captured by a camera.
The  importance  of  a  large  and  uniform  eye  box  in

waveguide AR  displays  cannot  be  overstated,  as  it  en-
sures  that  no  portion  of  the  image  is  lost  or  perceptible
brightness  variation  is  observed  as  the  viewer's  eye
moves.  Long  et  al.  optimized  metagratings  by  using  a
physics-driven neural  network  to  achieve  a  high  uni-
formity pupil  expansion in a  color  waveguide display118.
This  optimization  required  different  efficiencies  of  the
out-coupling  metagratings  at  various  positions  among
multiple output channels to ensure uniform output light.
Rigorous  coupled-wave  analysis  served  to  calculate  the
forward  and  adjoint  electromagnetic  field  based  on  the
structural parameter. To prevent cross-talk, they used two
waveguides: one for blue and green colors, and the other
for red. The former involves achromatic metagrating.

More  recently,  an  intriguing  on-chip  AR  waveguide
display was introduced119. This design features a polariz-
ation  selective  metagrating  that  functions  as  the  in-
coupler, and two metasurfaces  simultaneously  function-
ing as the out-coupler and the image source. As shown in
Fig. 8(e), free space red and green laser light is coupled in
by  a  wavelength-selective  metagrating,  then  propagates
in  opposite  directions  within  the  waveguide.  Each  light
wave  then  interacts  with  a  metasurface  hologram  out-
coupler, which deflects it back to free space to generate a
holographic  image.  Here,  the  in-coupler  metagrating  is
made  of  amorphous  silicon  (α-Si)  on  a  planar  Si3N4

waveguide, with a thick SiO2 substrate (~500 μm) under-
neath  serving  as  the  bottom  cladding,  as  shown  in Fig.
8(f). The calculated in-coupling efficiency of wavelength
demultiplexing  in  the  visible  regime  is  plotted  in Fig.
8(g). It indicates strong wavelength-selective contrasts of
coupling efficiencies  for  leftward  and  rightward  wave-
guide propagation at the green (550 nm) and red (650 nm)
wavelengths.  The  experimental  result  is  shown  in Fig.
8(h), where a green apple is displayed near the left metas-
urface out-coupler and red cherries near the right one.

 Base on direct projection
In  the  direct-projection  architecture  of  AR  systems,  the
most critical optical element is the see-through reflective
lens. This component not only converges reflective virtu-
al image  light  but  also  transmits  real-world  light.  Con-
sequently,  it  combines  the  functionality  of  an  eyepiece
and a combiner in one device, fostering a more compact
and highly integrated AR display system. Despite the sig-
nificant versatility  of  metasurfaces,  traditional  metasur-

faces are either transmissive or reflective. Achieving such
unique  new  optical  features  requires  great  efforts  in
metasurfaces engineering. Nevertheless, in recent years, a
few  research  groups  have  ventured  into  pioneering  the
development  of  such  innovative  metasurface  devices.
Their  work  promises  to  contribute  significantly  to  AR
displays,  paving the way for  more compact,  lightweight,
and high-performance next-generation AR displays.

The concept of a reflective metasurface visor for near-
eye displays could be dated back to 2017120. A flat metas-
urface based on cylindrical silicon pillars was designed to
achieve  an  imaging  effect  akin  to  a  freeform mirror.  By
adjusting  the  duty  cycle  of  the  unit  structure,  the  phase
profile  of  the  metasurface  could  be  precisely  controlled.
They have achieved a near-eye display design with a 70°
FOV  and  a  good  modulation  transfer  function  (MTF)
curve,  as  confirmed  by  Zemax  simulation.  However,  in
their  design,  the silicon-based metasurface has  not  been
optimized  for  high  transparency  to  enable  the  see-
through property. Later, in 2021, Avayu et al. designed a
full-color, metasurface-based AR visor using three metal-
lic  metasurface  layers121.  They  fabricated  proof-of-
concept small-scale  samples  with  two  individual  metas-
urface  layers.  Preliminary  test  results  reveal  that  green
light can  be  reflected  with  its  wavefront  modulated,  al-
though the  see-through  property  of  the  metasurface  vi-
sor was  not  thoroughly  investigated.  Bayati  et  al.  repor-
ted simulation work on the design of an achromatic see-
through AR visor based on composite metasurfaces with
a large FOV (>77°) both horizontally and vertically), and
good (>70% transmission and no distortion) see-through
quality107.

In 2022, Li et al. experimentally demonstrated a planar
multifunctional  dielectric  metasurface  visor  that  could
realize  the  focusing  effect  for  oblique  incident  red  light,
while maintaining  good  see-through  property  for  nor-
mal  incident  light122. The  optical  function  of  the  metas-
urface  visor  is  illustrated  in Fig. 9(a). Thus,  the  multi-
functional visor  can  simultaneously  perform  as  an  eye-
piece for the oblique virtual image light and as a combin-
er  that  reflects  the  virtual  image  light  into  the  viewer’s
eye  while  transmitting  light  from  the  real  environment.
As a result, the whole system could be substantially sim-
plified  and  compacted,  as  shown  in Fig. 9(b).  These
unique optical  properties  are  obtained  by  using  geo-
metry phase modulation via the spatial  orientation vari-
ation  of  the  rectangular  silicon  nanostructures  with  a
high  aspect  ratio  on  a  transparent  sapphire  substrate.
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The  SEM  image  of  the  fabricated  metasurface  is  shown
in Fig. 9(e).  The  experimental  result  confirms  an
effective focusing effect, as shown in Fig. 9(c), and spec-
trum measurements, shown in Fig. 9(d), indicate reason-
ably high transparency, which is consistent with the sim-
ulation.  Based  on  the  metasurface  visor,  the  researchers
further  developed  an  AR  display  prototype,  rendering
RGB virtual letters on the real world without needing an
additional  beam  splitter.  The  display  result  is  shown  in
Fig. 9(f, g) where the  real-world  scene  is  observed  dir-
ectly through the metasurface visor. This marks the first
experimental  demonstration of  AR images  generated by
a single-piece metasurface visor.

Despite the  promise  of  geometry-phase-based  metas-
urface visors, they are, however, chromatic and polariza-
tion-dependent.  Recently,  Luo  et  al.  proposed  an  RGB
achromatic  and  polarization-insensitive  trans-reflective
single-layer  metalens  for  AR  displays123. They  construc-
ted  a  structural  phase  library  that  incorporated  silicon
meta-units  of  various  shapes  and  dimensions,  as  shown
in Fig. 10(a), to achieve high reflectance and cover a wide
range of  phase  responses.  From  this  library,  an  optim-
ized set  of  structures was selected and positioned across
the  metasurface  so  that  RGB  colors  can  accomplish  the
desired  phase  profiles  simultaneously,  as  shown  in Fig.
10(b). This  arrangement effectively  facilitates  achromat-
ic  focusing.  Moreover,  because  of  the  center-symmetry
of the  employed  meta-units,  the  metalens  exhibits  in-

sensitivity to the polarization states of the incident light.
Fig. 10(c, d) shows  the  simulated  focal  spots  of  red,
green, and  blue  under  different  linear-polarized  collim-
ated  incident  light.  Importantly,  all  colors  converge  at
the same focal point, and the focusing behaviors remain
consistent across two polarization states.

In the abovementioned metasurfaces, localized modes
predominate,  wherein  individual  meta-units  govern  the
wavefront shape  over  a  broad  bandwidth,  thereby  link-
ing  the  phase  properties  of  neighboring  wavelengths
closely.  Nonlocal  lattice  modes,  instead,  extend  over
many unit cells to support high resonant diffraction effi-
ciency at a specific wavelength, while maintaining low ef-
ficiency  for  most  other  wavelengths.  The  resonance
properties  inherent in this  approach could be harnessed
to develop an RGB achromatic  see-through metasurface
visor for AR displays.

Malek et  al.  put forward a concept for multilayer and
multi-perturbation nonlocal  dielectric  metasurface  sys-
tems  based  on  spatially  varying  geometry  phase124.  This
design allows for the multiplexing of independent wave-
front-modulating functionalities  across  multiple  reson-
ant wavelengths while maintaining transparency over the
rest of the spectrum. They suggested the use of the non-
local  metasurface  system  as  an  optical  see-through  lens
in an  AR  display,  capable  of  reflecting  selected  narrow-
band wavelengths of contextual information to the view-
er’s eye, while simultaneously providing an unobstructed,
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broadband  view  of  the  real  world,  as  schematically
shown  in Fig. 11(a).  The  structure  of  the  metasurface
system  is  shown  in Fig. 11(b).  It  involves  a  single-func-
tion  metasurface  on  top  of  the  substrate  based  on p2

meta-units operative at the green wavelength, and at the
bottom,  a  dual-function metasurface  based  on p1  meta-
units  operative  at  the  red  and  blue  wavelengths.  Both
metasurfaces  are  composed  of  rectangular  apertures
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etched into a thin film of TiO2 coated with an antireflec-
tion  layer  of  SiO2.  The  simulated  transmission  and
reflection spectra of the metasurface system are shown in
Fig. 11(c),  indicating  high  broadband  transmission  of
real-world light and a narrowband reflection at the three
chosen visible wavelengths. As such, these novel nonlocal
metasurface systems may serve as a strong contender for a
multifunctional, ultrathin optical element in AR displays.

The  development  of  high-performance  reflective
metasurface  visors  has  recently  broadened  its  scope,
moving  beyond  planar  structure  to  explore  freeform
curved  substrates.  Nikolov  et  al.  introduced  a  versatile
design-to-fabrication  process  for  creating  metasurfaces
on a  freeform substrate,  the  metaforms,  to  combine  the
advantages of freeform optics and metasurfaces125. Such a
metaform can be integrated into an AR display as a com-
biner as sketched in Fig. 11(d). A miniature 1.5 mm by 2
mm imager  based  on  a  metaform  mirror  was  demon-
strated with a  visible  wavelength of  632.8 nm, as  shown
in Fig. 11(e).  The Ag-SiO2-Ag metasurface is  formed on
the concave brass substrate. Employing layers of metallic
materials,  the  freeform  metasurface  device  effectively
performs the reflective lens function over varying spatial
frequencies  in  object  space  of  up  to  10.42  lp/mm,  as
shown in Fig. 11(f). However,  the see-through function-
ality  needs  to  be  further  investigated  by  adding  see-
through  holes  in  the  metals  or  optimizing  the  design
with dielectric materials.

 Metasurfaces-based natural 3D near-eye
displays
Metasurfaces,  as  we have discussed,  hold great  potential
for applications  in  VR and  AR near-eye  displays  to  im-
prove  imaging  performance,  enlarge  FOV  or  increase
compactness. However,  most  near-eye  displays  still  em-
ploy stereoscopic 3D display technology, which can lead
to VAC and visual fatigue. To address this issue, natural
3D  display  approaches  have  been  proposed,  including
Maxwellian  viewing  display,  holographic  display,  light
field  display,  and  multi-/vary-focal  displays.  Thanks  to
the versatility  of  metasurfaces,  metasurface devices  have
been  employed  as  important  optical  elements  in  these
advanced 3D near-eye displays to help alleviate visual fa-
tigue and provide a more natural 3D visual experience126.

Recently,  Song  et  al.  proposed  a  Maxwellian-viewing
near-eye  display  that  can  provide  accommodation-free
virtual  images  by  using  a  small  aperture  (360 μm × 360
μm)  transparent  Huygens’ metasurface  hologram  as  the
display device127.  As shown in Fig. 12(a, b), the metasur-
face,  when  illuminated  by  a  laser  source,  generates  a
holographic image that is  then projected to a minuscule
point at the pupil position by the eyepiece. In such a pin-
hole-like  Maxwellian-viewing  display  system128,  the
image received on the  retina  remains  consistently  sharp
and  clear,  irrespective  of  any  changes  in  the  focus
accommodation  of  the  crystalline  lens.  Hence,  depth
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information cannot  be  inferred  from  eye  accommoda-
tion,  and  depth  perception  is  solely  determined  by  the
vergence of both eyes. This accommodation-free display,
therefore, does not induce depth mismatch or 3D visual
fatigue. The compact dimension of the metasurface holo-
gram  allows  for  a  shorter  optical  path  length,  enabling
the creation  of  a  lightweight,  compact  wearable  proto-
type  weighing  only  ~50  grams,  as  shown  in Fig. 12(c).
Figure 12(d, e) displays  an  AR  image  produced  by  the
prototype.  The  virtual  image  maintains  its  sharpness  as
the camera adjusts its focus from near to far, thereby re-
vealing  its  accommodation-free  property.  However,  the
Maxwellian-viewing  displays  are  limited  by  a  small  eye
box,  which  would  lead  to  image  loss  when  the  eyeball
moves  around.  Pupil  duplication  and  multiview  display
techniques122 based on  the  metasurfaces  have  been  pro-
posed to solve this problem.

Wang  et  al.  demonstrated  a  near-eye  display  system
that  combines a  5-mm-diameter metalens eyepiece with
3D  computer-generated  holography  (CGH)129. Holo-
graphy is  often  considered  the  ultimate  display  techno-
logy as it can provide comprehensive depth information
of  3D  objects.  The  combination  of  metalens  and  CGH
offers  a  solution  for  compact  lightweight  natural  3D
near-eye  displays.  The  metalens  eyepiece,  composed  of
silicon  nitride  anisotropic  nanofins,  is  fabricated  with  a
focal  length  of  6  mm  (NA=0.4), and  a  diffraction  effi-
ciency of 15.7% for 532 nm. Based on the metalens, they
implemented  a  VR  prototype  that  projects  holographic
3D images to the viewer with an eye relief of 9 mm and

an  FOV  of  about  31°,  providing  full  monocular  focus
cues without  VAC  and  ensuring  a  realistic  viewing  ex-
perience for the viewer shown in Fig. 13(a). Figure 13(b,
c) shows  the  photo  and  the  phase  distribution  of  the
metalens eyepiece, respectively. As shown in Fig. 13(d–g)
3D virtual scene consisting of multiple virtual images “Z”
“J” and “U” at different depths is  rendered on the real-
world scene.

Integral imaging display is a type of light field display
that could provide VAC-free 3D images based on a high-
resolution display screen and a microlens array as shown
in Fig. 14(a). Fan et al. proposed the use of a broadband
achromatic  metalens  array  to  realize  integral  imaging
display130. Figure 14(b–d) shows the SEM photos and the
optical photo  of  the  metalens  array.  The  fabricated  mi-
crolens array consists of 60 × 60 metalenses made of sil-
icon nitride  nanostructures  on  a  silicon  dioxide  sub-
strate.  These  achromatic  metalenses,  designed  based  on
effective refractive index theory, each possess a diameter
of  14  μm and  an  average  focal  length  of  81.5  μm (from
430 nm to 780 nm). Implemented using the optical setup
in Fig. 14(e), the  integral  imaging  display  system  em-
ploying the achromatic microlens array is capable of gen-
erating virtual images “3” and “D” at the same or differ-
ent depths as shown in Fig. 14(f–h). The in-focus/out-of-
focus effect  is  clearly  discernible  when  the  camera  ad-
justs its focus, indicating the presence of correct accom-
modation  depth  cue.  Moreover,  because  of  the
achromatic  feature  of  the  metalens  array,  the  depths  of
the different color components remain consistent. While
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this  metasurface-based  display  system  is  not  specifically
intended  for  near-eye  applications,  the  compact  nature
of  the  metalens  array  allows  for  the  potential  design  of
portable  and  wearable  integral  imaging  displays  for  VR
and AR applications.

The  vari-/multi  focal  display131−133 represents  another
3D display technique capable of addressing the VAC is-
sue and providing a natural 3D effect. This is achieved by
reconstructing a  3D scene through the  display  of  its  2D
slices  at  different  depths.  For  near-eye  vari-/multi-focal
displays, one effective approach for rendering virtual im-
ages at different depths involves altering the focal length
of the eyepiece. Apparently, in vari-/multi-focal near-eye
displays,  the  varifocal  eyepiece  lens  is  the  most  critical
electro-optical component. Various varifocal optical ele-
ments have been suggested to fulfill this function, such as
liquid lens131,  liquid crystal  (LC) lens134,  and deformable
mirror135.  Recently,  Zhu  et  al.  proposed  an  electrically
controllable  varifocal  metalens  operating  in  the  near  IR
region  with  the  assistance  of  an  addressed  nematic  LC
layer136.  By  manipulating  the  voltage  applied  to  the  LC,
the  focal  length  of  the  metalens  could  be  adjusted.
However, the fabrication of a considerable number of su-
per-pixel cells for this metalens is still challenging. If fur-
ther  optimized  for  operation  in  the  visible  range,  such

varifocal  metalenses  could  pave  the  way  for  high-per-
formance vari-/multi-focal near-eye displays.

 Discussion
Ultra-thin metasurface devices exhibit great potential for
realizing  compact  and  lightweight  near-eye  displays.  In
addition  to  providing  viable  alternatives  to  traditional
bulky  optical  components,  metasurfaces  open  the  door
to  unique  optical  functionalities  previously  unattainable
with conventional devices,  due to their exceptional light
modulation  capabilities  and  high  design  freedom.  For
example, achromatic  metasurface  devices  can  com-
pensate  color  aberration  in  an  ultra-thin  form,  which  is
highly  attractive  for  full-color  near-eye  displays;  the
nanoscale  meta-atoms  could  enable  large  diffraction
angle,  which  is  crucial  for  achieving  large  FOV;
moreover, they could even manifest different optical be-
haviors for transmitted and reflected waves, or multiplex
functionalities.  Nonetheless,  to  truly  harness  the  vast
capabilities of  metasurfaces  in  near-eye  displays  and  fa-
cilitate  practical  VR/AR  applications,  several  challenges
must be addressed.

One significant challenge is the design and fabrication
of  high-efficient  and  large-size  metasurfaces.  Currently,
achieving high efficiency in metasurface devices, such as
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achromatic  metalenses  or  partial-reflective  metasurface
devices,  is  still  difficult.  The  low focusing  efficiency  can
lead to contrast reduction of virtual images and limit the
practical  application  scenarios  of  AR  displays.  Though
relatively-large-aperture 10 mm metalens eyepieces have
been demonstrated, however, to provide large FOVs, the
aperture  of  metasurfaces  should  be  made  even  larger.
And  that  requires  more  complicated  variation  of  meta-
atom  structures,  posing  hurdles  from  both  design  and
fabrication perspectives.  Mass  production  of  metasur-
faces, especially those working at visible wavelengths, re-
quires productive, high accuracy, and large area fabrica-
tion  techniques.  Extreme  ultraviolet  or  deep-ultraviolet
lithography137 steppers  are  highly  recommended  for
achieving  these  goals.  Exploring  alternative  fabrication
methods  such  as  nano-imprint138,  self-assembly139,  and
laser  writing140,141 will  enrich  the  variety  of  fabrication
options.

Another limitation is the fixed functionality of metas-
urface  optical  devices  once  they  are  fabricated.  Tunable
metasurface devices142−144 are highly desirable as they can
be employed for VR/AR display applications in terms of
metasurface  holographic  image  sources43,145−148,  vari-fo-
cal  metalenses149,  and  so  on.  Though  some  metasurface
holograms have been suggested to provide images for the
near-eye displays, the generated images are mostly static
or  could  only  be  switched  among  a  few  different  states.
For good VR or AR experience, the image source should
provide full-color high-resolution virtual images at video
rate  (>24  Hz)  to  enable  dynamic  content  rendering
without flickering.  To  date,  achieving  dynamically  tun-
able  metasurfaces  remains  a  challenge,  primarily  due  to
constraints related to the optical properties of the metas-
urface materials.  The  introduction  of  liquid  crystal  ma-
terials150−152 or  other  tunable  materials153,154 to metasur-
face  systems  shows  promise  in  improving  tunability.
However, the tuning range, resolution, grey level counts,
and response time are still limited. Exploring how to de-
velop  tunable  metasurfaces  with  large  tuning  ranges,
high precision,  fast  response  times,  and  pixel-level  ad-
dressability is a worthwhile avenue for future research.

From  a  system  perspective,  simply  replacing  some
bulky refractive optics with ultra-thin metasurfaces does
not  necessarily  guarantee  a  more  compact  form  factor
for the  entire  system.  The  compactness  and  weight  re-
duction in  near-eye  display  systems  are  not  solely  de-
termined by  the  thinnest  devices,  but  more  by  the  sys-
tem configuration.  Other  devices  that  cannot  be  re-

placed by metasurfaces and the need for air or medium-
filled  spaces  between  different  devices  to  enable  certain
optical functionalities can still limit the compactness and
weight reduction in near-eye display systems. Moreover,
to overcome the VAC problem and reduce visual fatigue,
various natural  3D  display  techniques  have  been  pro-
posed  for  near-eye  displays.  However,  these  techniques
increase system complexity and demand more new func-
tional optical components. Effective improvement in the
compactness, weight,  and  performance  of  near-eye  dis-
play systems,  fully  utilizing  the  advantages  of  metasur-
faces,  requires  the cooperation of  researchers  from both
metasurface and display areas.

Despite these challenges, we firmly believe that metas-
urfaces  hold  great  potential  for  the  next  generation  of
AR/VR near-eye displays. Continued research and devel-
opment efforts  in  addressing  these  challenges  will  con-
tribute  to  unlocking the  full  capabilities  of  metasurfaces
for enhanced near-eye display experiences.

 Conclusion
In this review, we have provided an extensive overview of
the recent advancements in the applications of metasur-
faces for near-eye displays. We introduce the fundament-
als of near-eye display technologies and metasurfaces, re-
view the recent developments of metasurface devices em-
ployed  in  different  VR  and  AR  architectures,  and  then
delve  into  a  few  metasurface-based  natural  3D  near-eye
display technologies aiming to provide more realistic and
comfortable  viewing  experience.  Thanks  to  their  ultra-
thin form factors and exceptional flexibility in light mod-
ulation,  metasurfaces  offer  a  promising  solution  for  the
development of  compact  and  lightweight  VR/AR  head-
sets. However, several challenges need to be addressed to
fully realize the potential of metasurfaces in near-eye dis-
play  applications.  Continued  research  and  development
efforts  in  addressing  these  challenges  will  contribute  to
unlocking the  full  capabilities  of  metasurfaces  for  en-
hanced near-eye  display  experiences,  and  we  firmly  be-
lieve metasurfaces hold great  potential  for the next gen-
eration of VR/AR near-eye displays.
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