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Seeing at a distance with multicore fibers
Haogong Feng1, Xi Chen1, Runze Zhu1, Yifeng Xiong1, Ye Chen2,
Yanqing Lu1 and Fei Xu1*

Images and videos provide a wealth of information for people in production and life. Although most digital information is
transmitted via optical fiber, the image acquisition and transmission processes still rely heavily on electronic circuits. The
development of all-optical transmission networks and optical computing frameworks has pointed to the direction for the
next generation of data transmission and information processing. Here, we propose a high-speed, low-cost, multiplexed
parallel and one-piece all-fiber architecture for image acquisition, encoding, and transmission, called the Multicore Fiber
Acquisition  and  Transmission  Image  System (MFAT).  Based  on  different  spatial  and  modal  channels  of  the  multicore
fiber, fiber-coupled self-encoding, and digital aperture decoding technology, scenes can be observed directly from up to 1
km away. The expansion of capacity provides the possibility of parallel coded transmission of multimodal high-quality da-
ta. MFAT requires no additional signal transmitting and receiving equipment. The all-fiber processing saves the time tra-
ditionally spent on signal conversion and image pre-processing (compression, encoding, and modulation). Additionally, it
provides  an  effective  solution  for  2D  information  acquisition  and  transmission  tasks  in  extreme  environments  such  as
high temperatures and electromagnetic interference.
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 Introduction
Vision  provides  more  dimensional  information  for  un-
derstanding  the  content  of  a  scene  than  a  single-point
detector.  Image acquisition and transmission1,2,  whether
based  on  light  waves3,4,  sound  waves5,6,  or  microwaves7,
have become a fundamental requirement in all fields. For
example,  online  monitoring  in  areas  such  as  industrial
manufacturing  has  greatly  improved  productivity  while
reducing  safety  risks8,9.  Global  video  calls  have  changed
the way people live their daily lives10.  When observation
of  hard-to-reach  environments  or  long-distance  trans-
mission  is  required,  images  are  usually  processed  by
front-end acquisition devices, and electronic circuits (for

compression,  encoding,  and  modulating11,12)  and  then
transmitted  through  the  channel  (Fig. 1(c)).  Various
high-performance image sensors13,14 and transmission of
image  data  via  various  linking  media  such  as  cables15,
networks16,  wireless17 communication,  and  optical
fibers18 have  gained  much  momentum.  Optical  fiber  is
widely used because of its low loss and high capacity. Al-
though  technologies  such  as  wavelength-division  multi-
plexing and space-division multiplexing based on multi-
core optical fiber19,20 have greatly improved the transmis-
sion capacity and efficiency of the system, the transmis-
sion  process  still  requires  multiple  signal  conversions,
which limits the real-time nature of the images. 
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All-optical  acquisition  and  transmission  enable  im-
ages to be transmitted at the speed of light from one end
to the  other  without  additional  electronic  circuits.  Fiber
bundles  have  been  proven  to  be  able  to  directly  trans-
form  and  transmit  two-dimensional  optical  fields  end-
to-end21−23,  which  makes  them  valuable  in  inaccessible
and  invisible  areas,  including  extreme  environments
such  as  aerospace,  industrial  production,  and  medical
endoscopy.  However,  they  are  typically  short  in  length
and  expensive  due  to  the  manufacturing  process,  mak-
ing  it  difficult  to  achieve  guaranteed  high  quality  over
long  distances.  In  recent  years,  many  all-optical  net-
works24−29 have been designed and learned to implement
lens-free  acquisition27,  privacy  propagation28,  and  image

classification29, which are promising as the basis for next-
generation communications.  The combination with sin-
gle-mode  fiber  bundles30 achieves  long-range,  interfer-
ence-resistant, and low-latency propagation, but it is still
difficult to fabricate the diffraction layer and usually on-
ly works with a laser.

Here,  we propose an all-fiber  multiplexed parallel  ac-
quisition and transmission one-piece system called Mul-
ticore  Fiber  Acquisition  and  Transmission  Image  Sys-
tem  (MFAT).  The  electronic  circuit-free  front-end  de-
sign  eliminates  the  complex  signal  conversion  process
and  it  is  suitable  for  most  environments  and  robust  to
noise based on incoherent light. The image content is en-
coded in the optical domain through fiber coupling. The
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Fig. 1 | Concept diagram of Multicore Fiber Acquisition and Transmission Image System (MFAT). (a) Different modes in different channels

of a multicore fiber are excited by different incident angles of light (in red and yellow). (b) Directly acquired image of the proximal end face of a

multicore fiber. The red region of interest zooms in on the detail of a fiber core. The yellow and orange circles divide two different areas for de-

coding. (c) Workflow of traditional optical fiber-based image acquisition and transmission and MFAT.
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multichannel  characteristics  of  multicore  optical  fibers
are developed to achieve high capacity and quality trans-
mission  of  encoded  information  (in Fig. 1(a)).  Digital
aperture filtering techniques have been shown to enable
recovery and reconstruction from end-plane images that
completely hide the original information, which makes it
possible to achieve real-time scene reconstruction from 1
km  away.  We  demonstrate  the  performance  of  the  sys-
tem in two modes, namely direct image transmission and
coded  transmission,  and  discuss  the  potential  value  of
multidimensional  optical  field  information.  The scheme
has great application in image acquisition and transmis-
sion over long distances and in extreme environments.

 Method

 Principle and implementation of MFAT
Compared  with  the  conventional  fiber-based  image  ac-
quisition and transmission system, the proposed all-opti-
cal MFAT eliminates multiple signal conversion process-
es as shown in Fig. 1(c). The multiplexing of spatial and
modal  channels  of  the  multicore  fiber  (MCF)  ensures

high-capacity  parallel  acquisition and transmission.  The
incident  light  field  is  optically  encoded  into  different
modes in different channels of the MCF. The low-inter-
ference,  low-loss transmission of the optical  fiber allows
the  encoded  information  to  be  transmitted  over  several
kilometers.  Based  on  the  non-coherent  optical  proper-
ties, the modes at the fiber output are considered as a su-
perposition  of  different  spatial  object  points.  By  digital
aperture decoding, the reconstruction of the light field at
the distal can be achieved rapidly.

The  optical  encoding  process  is  based  on  the  excita-
tion principle of fiber propagation modes31. Different an-
gles  of  the  same  object  point  arriving  at  different  core
end faces  excite  different  transmission modes  as  depict-
ed in Fig. 2(a). For most natural scenarios, all mode com-
ponents  within  a  single  channel  can  be  viewed  as  a  su-
perposition  of  different  modes  of  light  excitation  at  all
different  object  points.  The  incident  light  field  is  there-
fore encoded in the spatial and mode components of the
multicore  fiber.  Few-mode  fibers  are  used  for  long-dis-
tance  transmission32.  All  mode  components  are  output
and  recorded  at  the  near  end  after  long-distance
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Fig. 2 | Principle and implementation of MFAT. (a) The whole process of MFAT: image acquisition, encoding, multi-channel parallel transmis-

sion, and decoding. (b) Calibration and solving process based on digital aperture decoder. The yellow and orange circles indicate example aver-

aging regions for full-aperture and center-aperture images, respectively. (c) Optical setup in experiments. The real image on the screen is dis-

played on the distal of the multicore fiber by a scaled combination of lens1 (f1 = 12 mm) and objective lens1 (50×). The pattern at the proximal of

the multicore fiber is projected on the image sensor by a lens2 (f2 = 30 mm) and an objective lens2 (40×).
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transmission.  Accurately  obtaining  the  power  of  each
mode  is  often  difficult33,34,  because  the  pixel-by-pixel
computation of all the pixels corresponding to the cores
requires large computational resources and limits the re-
construction  time.  Thus,  a  low-cost  digital  aperture  de-
coding technique based on image processing techniques
has been designed to quickly implement the reconstruc-
tion  as  shown in Fig. 2(b).  Two feature  values  are  com-
puted by core masking and averaging for the yellow and
orange regions to represent the features within each core,
whose  acquisition  steps  are  detailed  in  the  digital  aper-
ture decoding section of  the method. The feature values
of  all  the  cores  are  sequentially  arranged  into  a  feature
values matrix Y. The real image X can be fully recovered
at the proximal end by solving Eq. (1). Therefore, the im-
age transmission process can be viewed as a projection of
spatial  information  on  the  dimension  of  the  fiber  optic
transmission modes, while the feature values contain in-
formation  about  the  superposition  of  all  excitation
modes  recorded  on  the  image  sensor.  The  calibration
matrix C is the response of different feature values to dif-
ferent  spatial  locations  during  transmission  via  MFAT,
which can be obtained by calculation or calibration (see
Calibration in Method for  details). b is  used  to  describe
the system noise. 

Y = CX+ b . (1)
MFAT  breaks  through  the  limitation  of  the  existing

number  of  spatial  channels  and  explores  the  multiplex-
ing of spatial channels and intra-single core mode chan-
nels  to  establish  a  stable  image  acquisition-encoding-
multi-channel  parallel  transmission-decoding  process
without any optoelectronic and analog-to-digital conver-
sion. All-optical coding makes the device more compact
while  also  compensating  for  the  shortcomings  of  miss-
ing  part  of  the  spatial  information  due  to  insufficient
sampling caused by large fiber core spacing. An enclosed,
stable,  and  secure  transmission  system  is  more  con-
ducive  to  overcoming  environmental  interference  and
achieving direct observation of hard-to-reach areas. This
work  demonstrates  two  transmission  modes,  direct  im-
age  transmission  and  encoded  transmission,  proving  its
expanded  transmission  capacity  and  satisfactory  recon-
struction quality.

 Fiber-coupled encoder
Fiber-coupled self-encoders are based on the principle of
fiber-coupled  mode  excitation31.  The  excitation  and  the

αl

Pl

Pi k
r0 ρs

ni θi

coupling efficiency of the transmitted modes in the fiber
are  related  to  the  spatial  angle  and  position  of  the  inci-
dent light from different object points in the scene. Even
if  two  object  points  excite  the  same  mode  share  within
the same core, they can be distinguished based on other
cores. Commercially available seven-core fibers can sup-
port  about  6–10  modes  in  a  single  channel  for  visible
light.  They can both be obtained by calibration.  The ra-
tio  of the power of each mode can be described as Eq.
(2).  is the power of one kind of linear polarized mode
and  is  the  total  incident  power.  is  the  propagation
coefficient.  is  the  modal  spot  size  and  is  the  beam
spot size.  represents the refractive index and  repre-
sents  the  angle  between  the  incident  light  and  the  fiber
axis. 

αl =
Pl

Pi
= 4

(kρsniθi)2l

l!

{
r0ρs

r20 + ρ2s

} 2l+2

· exp

{
−
(kρsniθir0)2

r20 + ρ2s

}
. (2)

SlThe  intensity  distribution  for  each  transmission
mode can be calculated from the fiber geometry and ma-
terial  parameters.  When incoherent  light  is  transmitted,
the  total  intensity  distribution S recorded  at  the  output
can be considered as a superposition of the intensities of
the different transmission modes. 

S =
∑

l

αl × Sl . (3)

 Digital aperture decoder
Accurately achieving mode separation and obtaining the
power  share  of  each  mode  is  difficult.  The  digital  aper-
ture technique achieves the division of the fiber end face
region and fast reconstruction by extracting the eigenval-
ues  of  different  regions,  consisting  of  three  steps  as
shown  in Fig. 2(b).  Step  1:  Obtain  full  and  center  aper-
ture masks. A uniform white image is projected to the far
end  and  transmitted  through  MFAT  when  calibrating.
After  testing  different  values  of  full  aperture  radius R1

and center aperture radius R2, the full aperture region is
defined  as  the  whole  fiber  core  and  the  center  aperture
radius R2 is  set  to  1/3 R1.  Step  2:  Extraction  of  feature
values  for  the  end-face  intensity  distribution  based  on
the full aperture mask and the center aperture mask, de-
noted as T1,  and T2.  The yellow and orange circles indi-
cate example averaging regions for full-aperture and cen-
ter-aperture images, respectively in Fig. 2(b). The feature
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values of seven cores are sequentially arranged as matrix
Y.  Step  3:  Computational  reconstruction.  The  real
image can be solved by Eq. (1). When solving, the mini-
mum  L1-norm  solution  of  the  linear  equation  is  ob-
tained  under  certain  constraints,  such  as  scatter  con-
straints  at  calibration,  integer  constraints,  etc.  by
MATLAB.

 Calibration
The calibration matrix C can be obtained directly by the-
oretical calculations when all the parameters of the com-
ponents  in  the  MFAT  are  precisely  known.  Typically,
m×n pictures  with  pixel-by-pixel  illumination  are  re-
quired before transmission of an image with m×n pixels.
During  the  calibration  process,  the  point  source  images
of  the  corresponding  resolution  sizes  are  displayed  on
the monitor. The end-surface images calibrated at differ-
ent  spatial  locations are  recorded with the image sensor
and  their  feature  values  are  extracted  based  on  a  digital
aperture decoder. After traversing the whole area, all the
feature  values  are  extracted  to  construct  the  calibration
matrix C. Each column of C consists of 14 feature values
at different locations in the object space, representing the
response of MFAT for each pixel location. Each row of C
represents  the  contribution  of  a  different  pixel  location
to a feature value.

 Experimental setup
The  experimental  setup  is  shown  in Fig. 2(c).  The
ground  truth  (GT)  image  is  generated  by  displaying  an
80×80-pixel  sub  area  on  a  monitor  (2560×1440,  AOC,
pixel  spacing  206  μm).  The  scaling  system consisting  of
lens1 (f1 =  30  mm,  Thorlabs)  and  objective  lens1 (50×,
LMPlanFi, Olympus) reduces the GT by about 100 times
and projects it to a position about 400 μm from the dis-
tal  end  face  of  the  multicore  fiber.  The  multicore  fiber
(MCF 7-42/150/250(SM),  YOFC) has a  cladding diame-
ter of 150 μm and contains 7 cores. The core diameter is
about  8.0  μm,  and  the  spacing  is  about  41.5  μm.  In  the
simple  image  transmission  reconstruction  process,  a
1010-meter seven-core fiber was used (Fig. 3(b)). A 10.6-
meter  seven-core  fiber  was  used  in  the  natural  image
multidimensional reconstruction and encoded transmis-
sion  reconstruction  process.  The  image  of  the  near-end
face is recorded by lens2 (f2 = 12 mm, Thorlabs) and ob-
jective lens2 (40×, Daheng) at about 33.3 times to the im-
age sensor (panda 4.2, PCO).

 Results

 Simple images direct transmission
Simple  images  at  a  distance  are  transmitted  directly  by
MFAT based on the optical setup in Fig. 2(c).  Commer-
cial  seven-core  fiber  is  used  to  test  the  transmission  of
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image  information far  beyond its  spatial  channel  count.
To facilitate the evaluation of MFAT performance, bina-
rized data sets (consisting of 26 letters, 10 numbers from
0 to 9, and a number of random scatter plots with differ-
ent sparsity) are constructed at different resolutions. Fig.
3(a) shows  the  transmission  reconstruction  effect  of
MFAT  for  different  (5×5,  7×7,  and  9×9)  resolution  im-
ages  at  a  transmission  distance  of  10  meters.  The  real
pixel sizes of the three types of images are 33.1 μm, 23.6
μm, and 18.4 μm. For the 25-pixel image, the MFAT re-
constructed  image  achieves  a  100%  structural  similarity
coefficient and 100% fidelity with the real image (the first
row). In general, the Structure Similarity Index Measure
(SSIM) of image reconstruction decreases as the number
of  image  pixels  increases,  which  is  limited  by  the  trans-
mission capacity and determined by the solution method
of Eq.  (1).  However,  for  the  49-pixel  image  and  the  81-
pixel  image,  our  decoding method allows to  still  keep it
at 0.98 and 0.83. Good fidelity is obtained for sparse im-
ages while some complex images have reconstruction er-
rors  because the obtained solutions are not  unique.  The
impact  of  different  transmission  losses  within  the  fiber
core  on  the  system  increases  as  the  transmission  dis-
tance increases, resulting in a reduced signal-to-noise ra-
tio and affecting the quality of the feature values extract-
ed at the near end. This effect is more pronounced after
1010 m transmission and reconstruction as shown in Fig.
3(b).  MFAT  can  maintain  the  reconstruction  quality  of
SSIM = 1, 0.9812, and 0.80 for images of different resolu-
tions  (5×5,  7×7,  and  9×9)  but  the  fidelity  drops  from
100% to 34.9%. The right subplot shows the reconstruct-
ed  SSIM  for  each  image.  The  horizontal  coordinates
Non-zero ratio  is  used to  indicate  different  sparsity  lev-
els. Sparse images are more likely to be fully reconstruct-
ed when the image resolution is increased because there
is  a  tradeoff  between  the  reconstruction  resolution  and
the  system  robustness.  In  order  to  obtain  some  robust-
ness  to  meet  the  requirements  of  non-coherent  optical
transmission  scenarios,  we  provide  a  low-cost  and  fast
feature extraction and digital decoding method. A part of
channel  information  is  sacrificed  to  resist  noise.  Images
larger  than  the  channel  capacity  but  sparser  can  still
achieve good recovery under noise. More methods appli-
cable to pattern feature extraction within incoherent op-
tical cores are also applicable to our system.

Although direct transmission of images is common in
optical  fiber  bundles-based  endoscopes,  conventional
fiber-  endoscopy  techniques  are  difficult  to  achieve  on-

line viewing over ultra-long distances (more than 1 km).
Our  encoding  and  decoding  schemes  can  also  be  trans-
ferred to existing schemes to increase the channel capaci-
ty  to  enhance  image  quality  or  improve  spatial  resolu-
tion.  Theoretically,  the  reconstruction  quality  of  pat-
terns  is  limited  by  the  channel  capacity  of  the  system.
The tens of  times higher number of  channels  compared
to  single-mode  fiber  makes  direct  image  transmission
possible. Additionally, the multiplexing of channels such
as  wavelength  and  polarization  is  also  applicable  to  en-
hance  the  system  transmission  capacity,  the  same  as
shown  in  optical  fiber  communication.  More  details  on
the  quality  of  the  reconstruction  can  be  found  in  the
analysis of the resolution in Discussion.

 Multi-dimensional images direct transmission
In  addition  to  the  transmission  of  binary  simple  graph-
ics, natural grayscale images have also been shown to be
able to be reconstructed by MFAT. As shown in Fig. 4(a),
5×5-pixel  images  containing  multiple  gray  levels  were
tested.  A  polarizer  was  added  in  front  of  the  camera  at
the acquisition end to obtain more channel capacity.  By
acquiring the calibration image and the test image in two
orthogonal polarization states (the second and third rows
in Fig. 4(a)), the reconstructed image identical to the re-
al  image  (first  row)  is  shown  in  the  fourth  row  of Fig.
4(a).  The  experimental  results  show  that  MFAT  has  al-
most zero error for the reconstruction under this condi-
tion.  Similarly,  some  errors  arise  with  increasing  image
spatial  resolution and gray level,  which are  also  affected
by the system channel capacity and signal-to-noise ratio.
The  results  of  insufficient  system  channel  capacity  are
presented in the discussion.

Color  images  tend  to  contain  much  richer  informa-
tion for a better visual experience. Different wavelengths
of  incident  light  can  often  excite  different  modes  with
different  power  occupancy  ratios.  Each  wavelength  also
has a different transmission loss in the fiber, which intro-
duces different levels of noise into the system after a cer-
tain distance of transmission. Besides, a lens set is usual-
ly  present  at  the  far  end  to  achieve  large  depth-of-field
imaging. The chromatic aberration causes a certain spa-
tial lateral misalignment at the same location in the scene
when illuminated on the fiber end face, which is encod-
ed and transmitted by the optical encoding and recorded
by collecting the in-core pattern. The extraction of spec-
trally  correlated  different  in-core  patterns  allows  us  to
easily  reconstruct  multispectral  images.  By  calibrating
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the response of the system to different wavelengths at the
same pixel  position,  patterns  composed of  multiple  col-
ors  are  reconstructed  based  on  two  orthogonal
polarization  states  to  increase  the  system  transmission
capacity.  Different  wavelengths  occupy  different  trans-
mission channels. For the same size image, a color image
of RGB usually requires three times the transmission ca-
pacity  of  a  grayscale  image.  Different  single-spectrum
images  and  mixed  images  of  different  spectra  are  used
for testing as shown in Fig. 4(b).  The images at  the out-
put  of  the  fiber  under  both  polarization  channels  were
recorded  separately  to  ensure  fully  accurate  recovery  of
the  original  image.  As  shown  in  the  last  row,  the  5×5
trichromatic image reconstruction has 100% fidelity.

 High-quality encoded transmission
In spite of the direct all-fiber acquisition, encoding, and
transmission  of  the  optical  field,  MFAT  is  also  applica-
ble  to  long-distance  encoded  transmission  of  multi-
modal,  high-quality  data,  including  text,  audio,  and
high-definition  images.  Typically,  images  are  com-
pressed encoded, and converted into a time-series digital
signal  to  be  transmitted  through  a  modulator.  Com-
pared to traditional single-mode fiber-based optical net-
works, MFAT has more parallel channels, allowing for a
larger  capacity  per  unit  of  time.  As  shown in Fig. 5,  the
access  address  of  the  high-quality  image  (1280×960)
stored in the cloud is encoded and transmitted by seven
6×6-pixel simple binary images. 14 feature values are ex-
tracted  from  each  transmitted  binary  image  by  a  digital
aperture decoder.  The feature value matrix is  construct-
ed  by  obtaining  14  sets  of  feature  value  information

based on two polarization states and 6 coded images. By
solving  this  matrix,  the  original  information  can  be  re-
produced.  50  high-quality  images  are  transmitted  and
100%  completely  reconstructed.  In  addition,  five  7×7-
pixel  binary  images  were  tested  for  encoding  the  infor-
mation  as  well.  As  the  size  of  the  2D  coded  image  in-
creases with a single transmission, a certain degree of er-
ror occurs as shown in Fig. 5(b).  To ensure high-quality
reconstruction  of  larger  data  without  exceeding  the
transmission  capacity,  it  is  necessary  to  choose  the  ap-
propriate  size  of  coded  maps  for  different  multicore
fibers.

The  high-definition  images  are  usually  stored  in  the
cloud  and  can  be  accessed  through  their  uniform  re-
source  locators  (URLs).  The  image  URLs  were  encoded
based on the base64 encoding principle to get their cor-
responding  QR  (Quick  Response)  code,  which  is  nearly
100%  accurate  when  the  transmission  capacity  is  small.
Only parts of the QR code were intercepted sequentially
by  column  and  rearranged  into  6×6  or  a  specific  re-
quired size according to certain encoding rules for trans-
mission.  The  encoding  can  be  set  by  the  user.  The  real
URL  information  can  be  obtained  by  MFAT  transmis-
sion  reconstruction  and  based  on  the  encryption
method.  Access  to  high-definition  images  can  be
achieved  over  long  distances.  The  combination  of  opti-
cal coding and digital coding35,36 can be achieved by com-
bining  the  two-dimensional  coding  algorithm  with  the
hardware  optical  circuit.  This  two-dimensional  encod-
ing mode of transmission greatly achieves the confiden-
tiality  of  the  transmitted  data,  and  the  degree  of  confi-
dentiality is determined by the encoding method. Even if
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the data is truncated during transmission, it is difficult to
recover  without  encoding  rules  and  optical  path  encod-
ing at the transmitter.

 Discussion
With  optical  domain  data  stream  processing  including
fiber-coupled encoding, multi-channel parallel transmis-
sion  and  digital  aperture  decoding,  MFAT  increases
transmission  capacity  by  an  order  of  magnitude  and
saves signal conversion time by eliminating the need for
additional  electronic  components  compared  to  existing
conventional  methods.  It  has  more  than  100  times  the
transmission distance compared to fiber-based image di-
rect  transmission  methods.  The  ultra-long-range  direct
image transmission makes it a great potential for applica-
tions  in  hard-to-reach  areas  such  as  instrumentation
monitoring,  damage  detection,  clock  synchronization,
etc. in the deep sea, oil wells, and aerospace.

2D  information  reconstruction  quality  is  influenced
by  transmission  capacity,  system  signal-to-noise  ratio,
and reconstruction algorithm in MFAT. With a guaran-
teed  fidelity  of  0.85,  MFAT transmits  a  binary  image  of
81 pixels through 7 channels, an order of magnitude in-
creases  in  capacity  compared  to  conventional  single-
mode  fiber  transmission  systems.  Typically,  the  trans-
mission capacity of a fiber optic system can be described
by Eq. (4)37,38: 

TC = M× B× Nb × (1+ R) . (4)

M denotes the total number of channels of the system.
B denotes the system bandwidth and Nb is used to repre-
sent  the  modulation  order  of  the  code. R is  the  quality
factor of  the system and is  related to the signal-to-noise
ratio  of  the  system.  The theoretical  system transmission
capacity is related to the number of all cores (Ms) and the
total number of modes (Mm) supported for transmission,
which  determines  the  resolution  and  bit  depth  of  the
transmitted images. Additional channels are required for
grayscale levels and color dimensions. In addition, multi-
dimensional  information  such  as  wavelength  (Mλ)  and
polarization  (Mp)  contribute  to  a  significant  increase  in
system transmission capacity. 

M = Mλ ×Mp ×Mm ×Ms . (5)

As shown in the second and third rows of Fig. 6(a), the
number  of  channels  is  insufficient  (M ≈  70)  when  only
one wavelength or polarization channel is used to trans-
mit the high-resolution image. The reconstructed 81-pix-
el  image deviates  from the real  image.  Two polarization
directions  or  different  wavelength  channels  were  devel-
oped  to  improve  the  number  of  transmission  channels
(M ≈  140)  of  the  system  and  a  completely  accurate  re-
construction  (Fig. 6(a),  the  last  row)  is  achieved,  mean-
ing  that  it  can  be  combined  with  other  existing  multi-
plexing  methods  to  further  improve  transmission
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α β Pback

Pm η

throughput. The system is affected by the coupling cod-
ing efficiency , the transmission loss  ,  the noise 
of the image acquisition device, and mode crosstalk loss

. The noise level  is used here to describe the system
noise, as shown in Eq. (6). 

η =
PS × α× β× z+ Pback + Pm

PS × α
. (6)

PS

β
 expresses  the  raw  2D  information  power  and z is

the  transmission distance.  is  usually  related to  the in-
trinsic absorption of the fiber material and bending loss,
typically in the range of 6–20 dB/km when observing vis-
ible light (400–780 nm) scenes. Noise affects the accura-
cy  of  the  acquired  data Y and  the  solution  of Eq.  (1).
Some channel numbers are sacrificed to increase the ro-
bustness of the system. The reconstruction effects of dif-
ferent algorithms with different noise levels are simulat-
ed  as  shown  in Fig. 6(b).  For  images  of  5×5-pixels  size,
the proposed method can achieve 100% accurate  recon-
struction against noise levels of 5%. Our scheme outper-
forms  the  common  L1 least  squares  solution  and  linear
programming (LP) solution when the noise level is high.
When  the  number  of  image  pixels  is  larger  than  the

number of extracted feature values, the decoding process
is  viewed  as  the  solution  to  an  underdetermined  prob-
lem.  Sparse  images  are  more  likely  to  be  reconstructed
accurately. Developing more channels helps to find mul-
tidimensional  image  information.  The  use  of  some ran-
domly distributed scatter plots in the calibration process
helps to constrain the problem.

Pm

Besides,  the  all-fiber  one-piece  acquisition  and  trans-
mission  architecture  breaks  through  the  limitations  of
most  commercial  semiconductor  components  used  in
environments from 0 °C to 70 °C. MFAT can theoretical-
ly withstand temperatures close to 800 °C almost. A cer-
tain  length  of  fiber  is  heated  on  a  hot  bench  to  test  the
noise from different ambient temperatures (25 °C, 50 °C,
75  °C and 100  °C).  The  end-face  maps  of  the  multicore
fibers  at  different  temperatures  containing  the  feature
value information are recorded and the correlation coef-
ficients  between  them  are  calculated  as  shown  in Fig.
6(c).  The  correlation  coefficients  were  kept  above  0.98
(due to camera bottom noise).  The feature values corre-
sponding  to  different  images  at  25  °C are  considered  to
be  standard  as  illustrated  in Fig. 6(d).  Their  devia-
tions  due  to  temperature  are  less  than  5%,  which  is
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acceptable  for  MFAT  (Fig. 6(e)).  In  addition,  the  trans-
mission  and  reconstruction  performance  of  MFAT  un-
der different bending states is  demonstrated in the Sup-
plementary  information.  The  robustness  of  bending
makes  it  highly  promising  for  long-distance  parallel
transmission of images. The reconstruction speed of the
image depends on the sampling rate of the detector and
the  speed  of  the  reconstruction  algorithm.  An  81-pixel
binary  map  takes  0.03  s  to  reconstruct  with  a  2.9-GHz
Intel Core i5-9400F central processing unit (CPU) (8 GB
RAM).  Other  solution  methods  including  algorithms
based on all-optical computing and deep learning are al-
so  considered  to  achieve  rapid  reconstruction  of  arbi-
trary images. The transmission rate of the system is theo-
retically  limited  by  the  speed  of  light.  High-speed  pho-
todetectors39 integrated  at  the  fiber  end  face  adapted  to
digital  aperture  technology  will  replace  the  image  sen-
sors  and  greatly  increase  the  effective  transmission  rate
of the system in the future.

 Conclusions
In conclusion, we propose an electronic component-free
method  for  image  acquisition  and  long-distance  trans-
mission.  It  integrates  optical  coding,  encryption,  com-
pression,  transmission,  and  decoding  processes  into  the
fiber saving the steps and time for data mode conversion.
Two  transmission  modes  are  demonstrated:  the  ultra-
long image direct transmission breaks through the trans-
mission distance of the original image transmission fiber.
The  two-dimensional  encoding  transmission  mode  is
suitable  for  the  encrypted  transmission  of  multiple  data
formats. The simultaneous multiplexing of time and spa-
tial channels increases its transmission capacity by sever-
al orders of magnitude. The interference-resistant,  com-
pact  structure  lays  the  foundation  for  globalized  high-
speed  real-time media  streaming.  The  development  and
utilization  of  more  dimensional  information  and  the
combination with more high-performance algorithms al-
so offer the possibility of next-generation all-optical par-
allel transmission systems.
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