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Fast source mask co-optimization method for high-NA EUV lithography
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Introduction

Extreme ultraviolet (EUV) lithography with high numerical aperture (NA) is a future technology to manufacture the integrated circuit in sub-nanometer dimension. Meanwhile, source mask co-optimization (SMO) is an extensively used approach for advanced lithography process beyond 28 nm technology node. This work proposes a novel SMO method to improve the image fidelity of high-NA EUV lithography system. A fast high-NA EUV lithography imaging model is established first, which includes the effects of mask three-dimensional structure and anamorphic magnification. Then, this paper develops an efficient SMO method that combines the gradient-based mask optimization algorithm and the compressive-sensing-based source optimization algorithm. A mask rule check (MRC) process is further proposed to simplify the optimized mask pattern. Results illustrate that the proposed SMO method can significantly reduce the lithography patterning error, and maintain high computational efficiency.
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On the other hand, the source-mask co-optimization (SMO) is an important method to improve the image quality in advanced lithography process beyond 28 nm technology node\cite{3,4}. The concept of SMO was first introduced in 2002\cite{9}. Compared with the optical proximity correction (OPC) technology, SMO optimizes the source and mask jointly, which increases the degrees of optimization freedom. By reducing the factor $k$ in the Rayleigh’s equation, SMO can significantly improve the imaging resolution of lithography system, thus further expanding the process window and improving the yield\cite{10,11}.

Up to now, most of researches in this field proposed to study the SMO methods for DUV lithography, and several pervious works focused on the SMO methods for EUV lithography. A gradient-based SMO method for 0.33NA EUV lithography was proposed in ref.\cite{12}, where the thin-mask model was used to calculate the image, so that the mask 3D effect was ignored. In another study\cite{13}, the cost function of SMO included a resist sensitivity penalty term to increase the image contrast and exposure latitude. In ref.\cite{14}, an SMO method was developed for the 0.33NA EUV lithography system, where a heuristic algorithm and an analytical thick-mask model were applied to solve the optimization problem. However, most of those works failed to consider the complicated mask 3D effects under the partially coherent illumination condition. In addition, those works were proposed for low-NA (NA=0.33) EUV lithography systems, which cannot take into account the characteristics of high-NA EUV lithography systems.

In this work, an SMO method is proposed for the high-NA EUV lithography system. To efficiently simulate the mask 3D effects under partially coherent illumination, a decomposed learning based thick-mask model is implanted in the lithography imaging model. Several convolution filters are pre-calibrated from the DNF database. Given a mask layout, it is firstly decomposed into several local segments according to its geometric features. The local thick-mask DNFs are then calculated by convoluting the segment patterns with the corresponding filter kernels. Finally, all of the local DNF segments are put together to assemble the entire thick-mask DNF. In this way, a fast high-NA EUV lithography imaging model with pupil obstruction is established, where the above mentioned thick-mask model is implanted.

Based on the fast high-NA EUV lithography imaging model, a gradient-based mask optimization (MO) algorithm is developed. Based on the low-pass filtering property of the imaging system and the convolution feature of the thick-mask model, the gradient of aerial image with respect to the mask pattern can be calculated analytically. Using the GPU device to implement the convolution operations, the MO algorithm can be accelerated about 10 times. Meanwhile, a compressive sensing (CS) algorithm is applied to construct the optimal source pattern with high imaging performance. Combining the source optimization (SO) and MO algorithms, the SMO method for high-NA EUV lithography is developed. Simulations show that the proposed SMO method can significantly improve the lithography image.
fidelity by reducing about 70% patterning error. Meanwhile, the proposed method also shows high computational efficiency, which is critical for its further applications.

**Imaging model for high-NA EUV lithography**

This section describes the imaging model of high-NA EUV lithography system. First, the anamorphic magnification and central pupil obstruction of the projection system are discussed. Then, a fast learning-based thick-mask model is introduced. Combining all of the above-mentioned effects, the Abbe’s imaging model of high-NA EUV lithography system is constructed. The proposed model is compared with a commercial software to verify its accuracy.

Figure 2(a) illustrates the transfer process of a layout pattern from the reflective mask to the wafer in the high-NA EUV lithography tool. First, the mask pattern should be modified according to the magnification factors. On the mask stage, the incidence EUV light is diffracted by the mask, and then generates the DNF, which further propagates through the projection system. Then, the aerial image is formed on the wafer. Finally, the resist is exposed by the aerial image on the wafer plane, where the layout contour is obtained after the development of resist.

**Projection system with anamorphic magnification and pupil central obstruction**

The high-NA EUV lithography tool adopts the projection system with anamorphic magnification and pupil central obstruction. The anamorphic projection system is used to separate the incoming and outgoing light paths\(^{1,15,16}\). The magnification is \(x_8\) in \(y\)-direction, and \(x_4\) in \(x\)-direction. Meanwhile, the workflow of the proposed imaging model is shown in Fig. 2(b), where the effect of anamorphic magnification is involved in the calculation of mask DNF.

Another feature of the high-NA EUV lithography system is the drilled optical design on the second-to-last mirror in the projection system, as illustrated in Fig. 1(c). The drilled optics can be represented as the pupil central obstruction, and the partial coherence factor \(\sigma\) of the obstruction on the pupil plane is 0.21\(^{15}\). The obstruction may lead to the loss of some frequency components, subsequently affects the lithography imaging quality\(^{17}\). Figure 3(a) shows the source plane of high-NA EUV lithography system, where the green cross at the spatial coordinate \((0, 0)\) denotes the central source point, and the yellow cross at the spatial coordinate \((-0.3, 0)\) denotes an adjacent source point. Figure 3(b) sketches the imaging processes under these two source points, respectively. On the left of Fig. 3(b), the red rings represent the pupil areas with central obstructions. In Fig. 3(b), the upper row shows the imaging under the central source point. For the “L-shape” pattern, a significant loss of frequency components occurs due to the central obstruction, resulting in an aerial image with poor fidelity. On the other hands, the imaging process of the other source point is shown in the lower row, where more frequency components are captured by the pupil, leading to an aerial image with superior quality. In a word, the pupil central...
obstruction degrades the imaging quality of the source points located at the central area, which further impacts the optimized source pattern.

Modelling of mask 3D effect
The mask 3D effect is a prominent effect that impacts the DNF distribution, and further affects the imaging in all EUV lithography tools.\textsuperscript{5-7} The thick-mask DNF can be calculated with rigorous electromagnetic field (EMF) simulators.\textsuperscript{20,21} However, those methods are computationally intensive, which is unacceptable for the SMO method. Therefore, to efficiently simulate the DNF with mask 3D effect, a decomposed-learning thick-mask model is applied in this work.\textsuperscript{7}

In general, the thick-mask model assumes that the mask structure is a shift-invariant system within a localized area, whose input is the mask pattern, while the output is the corresponding DNF. Therefore, the local DNF can be calculated as the convolution between the mask segment and a filter:

\[
E_{3D} = C_{3D} \otimes M,
\]

where \(M\) denotes the binary mask segment, \(C_{3D}\) is the convolution filter, \(\otimes\) is the convolution symbol, and \(E_{3D}\) is the calculated DNF of the mask segment. Based on the pre-established DNF database, the convolution filter of each feature and rotation can be inversely calculated.

Figure 4 depicts the process to calculate the DNF of a given thick mask pattern. Figure 4(a) displays an “L-shape” mask pattern as an instance. The mask pattern is first decomposed into segments according to its geometric feature (i.e., convex, concave, and edge), as shown in Fig. 4(b). Subsequently, as illustrated in Fig. 4(c), all of the mask segments are convoluted with their corresponding filters to calculate local DNFs. Finally, all of the local DNFs are composed together based on the weighted stitching algorithm in ref.\textsuperscript{19}, and the global
thick-mask DNF is obtained, which is shown in Fig. 4(d). The global DNF can be expressed as:

\[
E_{3D} = \sum_{l=1}^{4} C_{\text{edge},l} \otimes M_{\text{edge},l} + \sum_{l=1}^{4} C_{\text{conv},l} \otimes M_{\text{conv},l} + \sum_{l=1}^{4} C_{\text{conc},l} \otimes M_{\text{conc},l} ; (2)
\]

where the subscript \(l\) denotes the rotation in 0°, 90°, 180°, or 270°; the subscript edge, conv, conc denote the edge, convex corner, and concave corner, respectively.

The thick-mask model mentioned above can simulate the EUV DNF with mask 3D effect accurately and efficiently. More importantly, the convolution-based thick-mask model can be integrated into the gradient-based MO algorithm intrinsically.

Abbe’s imaging model
Abbe’s imaging model is widely used to calculate the aerial image of lithography system\(^3\), which can be expressed as:

\[
I = \frac{1}{f_{\text{num}}} \sum_{x_{s}} \left( \sum_{y_{s}} \left( f(x_{s}, y_{s}) \right) H^{0,0} \otimes \left( B^{0,0} \otimes E_{3D}^{0,0} \right) \right)^{2}, \quad (3)
\]

where \( E_{3D}^{0,0} \) denotes the mask DNF generated by the source point \((x_{s}, y_{s})\), which can be calculated using the above-mentioned thick-mask model. The scalar matrix \( B^{0,0} \) is the mask diffraction matrix, and \( \otimes \) denotes the element-wise product. \( H^{0,0} \) is the equivalent filter of the projection system under the specific source point, where the center obstruction of the high-NA EUV lithography is taken into account. \( f(x_{s}, y_{s}) \) stands for the source point intensity, and \( f_{\text{num}} \) is a normalized factor.

A sigmoid function is further used to approximate the threshold effect of resist, so that the gradient of cost function exists during the optimization:

\[
sig(x) = \frac{1}{1 + \exp[-a(x - t_{r})]}, \quad (4)
\]

where \( t_{r} \) is the process threshold, and \( a \) is a coefficient that dictates the steepness of the sigmoid function. In this work, the threshold \( t_{r} \) is set as 0.3, and the coefficient \( a \) in the sigmoid function is set as 20.

In order to validate the accuracy of the proposed imaging model, the aerial image results calculated by the proposed model (left) and a commercial software (right) are compared in Fig. 5(a). The aerial images of mask patterns with 13 nm CD and 9 nm CD generated by a circular illumination (initial state in Section Results of the SMO method) are illustrated from top to bottom. Figure 5(b) illustrates the cross sections of the aerial images along the red line for the two mask patterns. The RMS errors of aerial images with 13 nm and 9 nm CD are 0.011 and 0.014 respectively, whose detailed definition can be found in ref.\(^2\). It is observed that the proposed model achieves commendable computational accuracy compared to the commercial software. On the other hand, the RMS error increases to 0.041 for curvilinear mask with 13 nm CD. The error is mainly caused by the thick mask model, and the accuracy of the imaging model is still acceptable.

The SMO method for high-NA EUV lithography
In this section, the proposed SMO method for high-NA EUV lithography is introduced in detail. The gradient-based MO algorithm and the CS-based SO algorithm are discussed respectively. The whole SMO workflow is constructed by combining the MO and SO algorithms.

Gradient-based MO algorithm
The purpose of the MO algorithm is to find the optimal mask pattern, which can improve the similarity between the target pattern and the resist pattern. Therefore, in this study, the cost function \( F \) is set as the square of the L2-norm of the distance between the final resist pattern \( R \) and the target pattern \( Z \):

\[
F = \| Z - R \|_{2}^{2}, \quad (5)
\]

where the cost function \( F \) can be used to assess the imaging quality.

Let \( M \in \mathbb{R}^{N \times N} \) denotes the optimal mask pattern such that the cost function in Eq. 5 is minimized. The MO problem can be thus formulated as:

\[
M = \text{argmin}_{M \in \mathbb{R}^{N \times N}} F. \quad (6)
\]

In this work, the binary EUV mask is studied, where the reflective area is represented as 1, and absorbed area is 0. In order to reduce the bound-constrained optimization problem in Eq. 6 to an unconstrained one, the parametric transformation in ref.\(^2\) is adopted in this work:

\[
M = f(\Omega) = 0.5(1 + \cos\Omega), \quad (7)
\]

where the \( \Omega \) is the transformation parameter.

Owing to the shift-invariant nature of the thick-mask model and the imaging model, the calculation of aerial image gradient is fundamentally based on convolution. The steepest descent (SD) algorithm is used to optimize...
the mask pattern, and the gradient $\nabla F(\Omega)$ can be calculated as follows:

$$
\nabla F(\Omega) = \frac{\partial F}{\partial R} \frac{\partial R}{\partial I} \frac{\partial I}{\partial M} \frac{\partial M}{\partial \Omega} = \frac{a}{\sum_{f} f'(\Omega) \odot \left( B^{\text{ns}} \odot \sum_{l} \sum_{f} \text{Re} \left\{ (B^{\text{ns}})^* \odot \left( E_{\text{ns}A_{l;f}} \odot \Lambda_{l;f} \right) \right\} \right),}
$$

where the $A_{l;f} = (Z_{l;f} - R_{l;f}) \odot R_{l;f} \odot (1 - R_{l;f})$, and the $E_{\text{ns}A_{l;f}}$ denotes the electric field generated by the $(x, y)$ source point on the wafer plane, which can be calculated as: $E_{\text{ns}A_{l;f}} = H^{\text{ns}} \odot (B^{\text{ns}} \odot C_{l;f} \odot M_{l;f})$. Subscripts $l$ and $f$ denote the rotation and feature category of the pattern respectively.

Assuming the $\Omega^m$ is the optimized result after $m$th iteration, then at the $(m+1)$th iteration:

$$
\Omega^{m+1} = \Omega^m - s_0 \nabla F(\Omega),
$$

where the $s_0$ is the step length. The SD algorithm is terminated when the iteration number $m$ reaches the prescribed upper limit.

In general, the above optimization procedure leads to a grayscale mask. Therefore, the final binary mask $M_b$ is the binary quantization of the $M$:

$$
M_b = \Gamma (M - t_w),
$$

where the $t_w = 0.5$ is the global threshold. $\Gamma(\cdot) = 1$ if the argument is larger than 0, while $\Gamma(\cdot) = 0$ otherwise.

It should be noticed that, in the gradient calculation, the filter kernels of mask 3D model and aerial image model are convoluted together. Thus, those filter kernels under different source points can be pre-calculated to improve the computational efficiency. Additionally, the gradient calculation is also the most time-consuming step in the MO algorithm. By migrating the convolution operation to GPU devices, the speed of gradient calculation can be impressively improved, achieving approximately tenfold acceleration.

**CS based SO algorithm**

In this work, the CS algorithm is applied to solve for the optimal source pattern with high imaging performance\textsuperscript{23,24}. Firstly, the aerial image model is transferred into the form of matrix multiplication:

$$
I = \mathbf{I}_{CC} \mathbf{J},
$$

where $\mathbf{I} \in \mathbb{R}^{N^2 \times 1}$ and $\mathbf{J} \in \mathbb{R}^{N_{\text{ns}}^2 \times 1}$ denote the vectorized representations of the aerial image and source pattern, respectively. The notation $\mathbf{I}_{CC} \in \mathbb{R}^{N^2 \times N_{\text{ns}}^2}$ represents the illumination cross-coefficient (ICC) matrix indicating the mapping form the source pattern to the aerial image, which can be calculated by the above-mentioned imaging model.

Suppose the vectorized source pattern $\mathbf{J}$ can be sparsely represented in a certain basis $\Psi \in \mathbb{R}^{N_{\text{ns}}^2 \times N_{\text{ns}}^2}$ $(N_{\text{ns}} \gg N_{\text{ns}}^2)$, thus $\mathbf{J} = \Psi \mathbf{\Theta}$ where $\mathbf{\Theta} \in \mathbb{R}^{N_{\text{ns}}^2 \times 1}$ is the sparse coefficient vector. Then, the SO problem can be reformulated as

\[\min_{\mathbf{\Theta}} \frac{1}{2} \| \mathbf{I} - \mathbf{I}_{CC} \Psi \mathbf{\Theta} \|_2^2 + \lambda \| \mathbf{\Theta} \|_1\]
\( \hat{\Theta} = \text{argmin} \| \Theta \|_1 \text{s.t. } \Phi \mathcal{Z} = \Phi \mathcal{I} = \Phi ICC \mathcal{J} = \Phi ICC \Psi \Theta \) 

where \( \Phi \in \mathbb{R}^{L \times M} \) (L<M) is a projection matrix to reduce the dimensionality of the linear constraint equations, and \( \mathcal{Z} \) denotes the vectorized target pattern. In this work, the linearized Bergman algorithm is adopted to solve the problem in Eq. 12 due to its high efficiency.\(^{23,25}\). After obtaining the optimized coefficient vector \( \hat{\Theta} \), the optimized source can be calculated by:

\( \hat{\mathcal{J}} = \Psi \hat{\Theta} \),

from which the optimized source pattern can be further restored.

**Flow of the proposed SMO method**

The flow chart in Figure 6(b) illustrates the primary procedure of the SMO method. The thick mask DNF filters and the imaging filters, as described in Section 2, are pre-calculated, so that filters can be reused, and the efficiency of the algorithm can be improved. The algorithm then initializes, where the initial mask pattern is designated as the input layout, and the initial source pattern is defined as a full pupil illumination with normalized dose.

The source is optimized via the CS based SO algorithm afterwards, whose procedural outline is depicted in Fig. 6(a). The mask pattern is loaded, and the corresponding ICC matrix is calculated using the high-NA EUV lithography imaging model. Next, the critical region of the pattern is sampled to reduce the dimensionality of the SO problem. The linearized Bergman algorithm is then commenced, iterating until it reaches a predetermined iteration limit. Finally, the sparse coefficient is obtained, and the optimized source pattern is further reconstructed from it.

Following the SO algorithm, the gradient-based MO algorithm starts, and its flow chart is shown in Fig. 6(c). The optimized source pattern is initially loaded. Then, the gradient of cost function is calculated based on the Eq. 8, and the mask pattern is updated following the direction of steepest gradient. The iteration terminates as it reaches the prescribed limit. Finally, the mask pattern is optimized.

The proposed SMO method is developed by combining the SO and MO algorithm. Consecutive rounds of both algorithms iteratively proceed, aiming to minimize the cost function. Finally, the optimized mask and source pattern are obtained.

**Results and discussion**

**Results of the SMO method**

In this section, the results of the proposed SMO method are provided and discussed. All of the simulation codes
are implemented by MATLAB, and the computations are carried out on a computer with Intel(R) Core(TM) i7-10870H CPU, 2.20 GHz, 32.0 GB of RAM, and NVIDIA GeForce RTX 3070 Laptop GPU. The optimization of the mask patterns with different CDs are studied. The algorithms are tested on seven layout patterns in this work. Figure 7(a) shows the seven testing layouts, and Fig. 7(b) illustrates the sketch of a mask pattern with different CDs. The resolution of the layouts is 1 nm, and lateral dimensions of layouts in 13 nm, 9 nm, 7 nm CDs are 300 nm, 200 nm, and 150 nm, respectively. Notices that, all dimensions are in the wafer scale. Meanwhile, the sigmoid function in Eq. 4 is applied for the resist model. Due to the length limit of this paper, only results of pattern #1 and pattern #2 are illustrated in detailed, and the results for all of the seven layouts are listed in tables.

Figures 8, 9, and 10 present the optimization results for two patterns with various CDs. Results of pattern #1 are shown on the left, while results of pattern #2 are shown on the right. For each simulation, the initial and optimized mask patterns, source patterns, and resist images are displayed.

In Fig. 8(a), the optimized resist image shows tremendous improvement in imaging quality compared to the initial resist image. The value of loss function decreases from 3155 to 760. Meanwhile, the corresponding

<table>
<thead>
<tr>
<th>Pattern</th>
<th>CD=13 nm</th>
<th>CD=9 nm</th>
<th>CD=7 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern 1</td>
<td>Source Resist</td>
<td>Initial</td>
<td>Optimized</td>
</tr>
<tr>
<td>Pattern 2</td>
<td>Source Resist</td>
<td>Initial</td>
<td>Optimized</td>
</tr>
</tbody>
</table>

Fig. 8 | The optimization results obtained by the proposed SMO method. (a) and (b) show the results of pattern #1 and pattern #2 with 13 nm CD.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>CD=13 nm</th>
<th>CD=9 nm</th>
<th>CD=7 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern 1</td>
<td>Source Resist</td>
<td>Initial</td>
<td>Optimized</td>
</tr>
<tr>
<td>Pattern 2</td>
<td>Source Resist</td>
<td>Initial</td>
<td>Optimized</td>
</tr>
</tbody>
</table>

Fig. 9 | The optimization results obtained by the proposed SMO method. (a) and (b) show the results of pattern #1 and pattern #2 with 9 nm CD.
optimization results of pattern #2 with 13 nm CD are shown in Fig. 8(b), noting a reduction of loss function from 2450 to 568. Table 1 lists the initial losses, post-optimization losses, and computation times for different testing patterns with 13 nm CD. The proposed SMO method can reduce the loss by 73% in average, and takes about 160 s for calculation.

Figure 9(a) shows a marked reduction of loss function value from 3146 to 685, and Fig. 9(b) shows a decline of the loss from 1694 to 487. Table 2 lists the initial losses, post-optimization losses, and computation times for different testing patterns with 9 nm CD. The proposed SMO method can reduce the loss by 71% in average, and takes 155 s for calculation.

Figure 10(a) and 10(b) show the optimization results with 7 nm CD. It is observed that the initial source and mask can hardly print any pattern on the resist. On the other hand, the loss function for pattern #1 decreases from 2297 to 905 after the optimization, and the loss function for pattern #2 with 7 nm decreases from 1523 to 616 after the optimization. Despite of the improvement of imaging fidelity, the optimized patterns are still sub-optimal for the IC fabrication. These results suggest that high-NA EUV lithography with single patterning is hardly to manufacture arbitrary patterns with 7 nm CD. Instead, high-NA EUV lithography with multiple patterning or other advanced patterning techniques should be applied for the fabrication of such small features.

Table 3 summarizes the initial losses, post-optimization losses, and computation times for different testing patterns with 7 nm CD. The proposed SMO method can reduce the loss by 63% in average, and takes 167 s for calculation.

It is noted that all of the computational times mentioned above are performed on GPU device. As a comparison, the SMO method will take about 1300 s to run on the CPU device. Therefore, using GPU device can accelerate the SMO method by tenfold, which is valuable for its applications.

In addition, for all of the layout patterns with different CDs, the source points located in the center pupil...
area yield poor-fidelity aerial images. Therefore, the SO algorithm inherently designates lower intensities to the central source area. This observation is attributed to the central pupil obstruction of the high-NA EUV projection system, which has been discussed in Section Projection system with anamorphic magnification and pupil central obstruction.

Results of the MRC process
The mask rule check (MRC) is an important process to improve the manufacturability of the designed layout. Meanwhile, the constrain of mask pattern complexity will also degrade the imaging inevitably. In this section, we proposed an MRC process to simplify the optimized mask pattern after the SMO.

Firstly, the mask pattern is simplified preliminarily by reducing Harr-wavelet complexity penalty. Then, the MRC process starts, including down-sampling the mask, eliminating small isolated holes and protrusions, converting all irregular sub-resolution assist features (SRAFs) into rectangles. Notice that, the anamorphic magnification of high-NA EUV system should be considered in the MRC process. In this work, we assume the beam size of a multi-beam mask writer is 16 nm, so that it should be converted to 4 nm in x-direction and 2 nm in y-direction in the wafer scale.

Figure 11 shows the results of the MRC process. Figure 11(a) shows the target pattern and an optimized source pattern from top to the bottom. The optimized mask pattern and its corresponding resist pattern are displayed in Fig. 11(b), where the imaging loss is 757. On the other hands, the mask pattern after MRC and its resist pattern are shown in Fig. 11(c), where the imaging loss increase to 926. It is shown that, the MRC process can significantly reduce the complexity of the mask pattern, and its negative impact to the imaging is acceptable.

Conclusion
This work proposed an SMO method for high-NA EUV lithography system. Firstly, the imaging models for high-NA EUV lithography was established, where the anamorphic magnification, pupil central obstruction and mask 3D effect were considered. The accuracy of the imaging model was verified based on the comparison to a commercial software. Then, the SMO method for high-NA EUV lithography system was developed by combining the CS-based SO algorithm and the gradient-based MO algorithm. An MRC process is further conducted to simplify the optimized mask pattern. Simulation results showed that the proposed SMO method can reduce the imaging loss by 70% on average for different testing layouts across various CDs. According to the imaging improvement and the high computational efficiency, the proposed SMO method is valuable to the EUV lithography process at advanced IC technology nodes.

![Fig. 11 | Results of the MRC.](image-url)
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