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All-fiber ellipsometer for nanoscale dielectric
coatings
Jose Javier Imas1,2, Ignacio R. Matías 1,2*, Ignacio Del Villar1,2,
Aritz Ozcáriz1,2, Carlos Ruiz Zamarreño1,2 and Jacques Albert3

Multiple mode resonance shifts in tilted fiber Bragg gratings (TFBGs) are used to simultaneously measure the thickness
and the refractive index of TiO2 thin films formed by Atomic Layer Deposition (ALD) on optical fibers. This is achieved by
comparing the experimental wavelength shifts of 8 TFBG resonances during the deposition process with simulated shifts
from a range of thicknesses (T) and values of the real part of the refractive index (n). The minimization of an error func-
tion computed for  each (n, T)  pair  then provides a solution for  the thickness and refractive index of  the deposited film
and, a posteriori, to verify the deposition rate throughout the process from the time evolution of the wavelength shift data.
Validations of the results were carried out with a conventional ellipsometer on flat witness samples deposited simultan-
eously with the fiber and with scanning electron measurements on cut pieces of the fiber itself. The final values obtained
by the TFBG (n = 2.25, final thickness of 185 nm) were both within 4% of the validation measurements. This approach
provides a method to measure the formation of nanoscale dielectric coatings on fibers in situ for applications that require
precise  thicknesses  and  refractive  indices,  such  as  the  optical  fiber  sensor  field.  Furthermore,  the  TFBG can  also  be
used as a process monitor for deposition on other substrates for deposition methods that produce uniform coatings on
dissimilar shaped substrates, such as ALD.
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 Introduction
Measuring the refractive index and the thickness of thin
films (films with a thickness from less than a nanometer
to several microns) is essential to characterize them1, and
improve  the  performance  of  sensors  and  devices  that
employ thin films. The most established method to sim-
ultaneously  determine  both  parameters,  with  a  wide
range of  available  commercial  solutions,  is  ellipsometry.
Ellipsometry  is  based  on  measuring  the  changes  in  the
state  of  polarization  of  light  after  its  reflection  on  the
sample whose  thickness  and  refractive  index  are  un-

known. The sample must be placed on a substrate whose
refractive  index  is  known.  The  incident  light  has  a
known polarization state, and the reflected light is ellipt-
ically  polarized  (thus  the  name  of  the  technique),  being
characterized by the following equation2−4: 

ρ =
rp
rs

= tan(Ψ) · eiΔ , (1)

ρ rp
rs

Ψ Δ

where  is the ratio of the reflection coefficients  (cor-
responding to P-polarized light) and  (corresponding to
S-polarized light), and  and  are known as the ellipso-
metric  angles,  and  they  are  defined  as  the  amplitude 

1Department of Electrical, Electronic and Communications Engineering, Public University of Navarre, Pamplona 31006, Spain; 2Institute of Smart

Cities, Public University of Navarre, Pamplona 31006, Spain; 3Department of Electronics, Carleton University, Ottawa (Ontario) K1S 5B6, Canada.
*Correspondence: IR Matías, E-mail: natxo@unavarra.es
Received: 28 March 2023; Accepted: 13 June 2023; Published online: 31 August 2023

Opto-Electronic 
Advances 

Article
October 2023, Vol. 6, No. 10

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License.
To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2023. Published by Institute of Optics and Electronics, Chinese Academy of Sciences.

230048-1

 

http://orcid.org/0000-0002-2229-6178
https://doi.org/10.29026/oea.2023.230048
http://orcid.org/0000-0002-2229-6178


Ψ Δ Ψ
Δ

ratio  ( )  and  the  phase  difference  ( ),  respectively. 
and  depend on the substrate, the wavelength and angle
of the incident light,  and the refractive index and thick-
ness  of  the  thin  film  deposited  on  the  substrate4.  When
several  incident  wavelengths  are  used,  the  technique  is
known as spectroscopic ellipsometry, and it is one of the
dominant ellipsometric techniques nowadays as it allows
to  measure  the  dispersion  of  refractive  indices  with
wavelengths1,3.

The  main  advantages  of  ellipsometry  include  its  high
sensitivity,  and  being  a  nondestructive  and  contactless
method3.  The  most  important  drawback of  ellipsometry
is  that  the  refractive  index  and  the  thickness  cannot  be
directly deduced from Ψ and Δ, unless the sample is very
thick  and  can  be  considered  an  isotropic  bulk  material.
An  optical  model  of  the  thin  film  material  is  required,
and  the  thickness  and  refractive  index  are  determined
through a fitting process between this optical model and
the measurements carried out by the ellipsometer.

Another  commercially  available  method  to  measure
both the thickness and the refractive index of  thin films
is  spectroscopic  reflectometry.  It  is  an  interferometric
technique  consisting  in  measuring  the  reflected  light
from the sample along a broad range of wavelengths. The
light  reflected  at  the  different  interfaces  (air/thin  film,
and  thin  film/substrate)  interferes,  and  the  optical  path
difference depends on the thickness of the thin film. This
technique calculates  the  thickness  and  the  refractive  in-
dex  by  comparing  the  experimental  measurements  with
the ones obtained through simulations for assumed val-
ues  of  these  parameters,  until  a  good  fitting  is  achieved
through an iterative process1.

In  the  research  field,  another  conventional  method is
based on using a prism coupler5−8, and consists in coup-
ling light to a thin film deposited on the prism, exciting
several  modes,  which  are  then  coupled  out  of  the  thin
film  and  projected  on  a  screen,  creating  a  pattern  with
several  lines  (called  mode  lines  or  m-lines).  The  angles
between these  lines  and the  normal  of  the  prism enable
to compute both the thickness and the refractive index of
the thin film. The limitation of this method is that it only
works with films that have a refractive index higher than
that of the substrate and thick enough to support guided
modes. In more recent years, different approaches based
on interferometry  have  been proposed:  dual  wavelength
interference9,10,  low-coherence  interferometry  combined
with confocal optics11, or optical coherence tomography12,
among others.  Finally,  a  recently  proposed  method  in-

volves  employing  surface  plasmon  resonances  in  a
Kretschmann configuration13−16.

In this  work,  we  propose  a  completely  different  ap-
proach to determine the thickness and refractive index of
thin  films,  based  on  the  wavelength  shifts  of  multiple
cladding  mode  resonances  in  tilted  fiber  Bragg  gratings
(TFBGs). While different, the underlying principle is the
same  as  that  of  all  the  aforementioned  methods,  i.e.  it
consists of comparing measured parameters to those ob-
tained from simulations of the same experimental condi-
tions and finding the film parameters that make the sim-
ulated results match the experimental ones with the least
amount of error. It is also notable that, unlike many thin
film characterization tools, the TFBG can be easily mon-
itored  during  deposition  to  control  the  deposition  rate
and final thicknesses obtained, simply by connecting it to
a spectral  interrogation  system  through  a  fiber  compat-
ible port of the deposition tool.

One of the factors that helps to improve the accuracy
of the  extraction  of  index  and  thickness  is  the  phe-
nomenon  of  mode  transition  during  the  growth  of  a
coating  on  a  fiber.  The  mode  transition  was  initially
demonstrated in the case of the long period gratings (LP-
Gs)17, although this term was coined later18. When a thin
film  whose  refractive  index  is  higher  than  that  of  the
cladding and of the surrounding medium is deposited on
the fiber, the effective indices of the cladding modes be-
gin to slightly increase as the thin film becomes thicker.
When a certain thin film thickness is reached, the optic-
al field of a high order cladding mode acquires an addi-
tional  maximum in  the  radial  direction  and its  effective
index increases rapidly in the process, resulting in a reor-
ganization  of  the  remaining  cladding  modes.  In  highly
multimode  systems,  such  as  the  cladding  of  a  single
mode fiber, cladding modes abruptly change their effect-
ive index to a value close to the initial  effective index of
the immediate lower order cladding mode19. The imme-
diate consequence of this change is a wavelength shift in
the  attenuation bands  of  the  LPG20, due  to  the  relation-
ship between the effective index of a cladding mode and
the  wavelength  position  of  the  respective  attenuation
band, given by the phase matching condition: 

λi =
(
neffcore (λi)− ni

effcladding (λi)
)
· Λ , (2)

λi

neffcore (λi) ni
effcladding (λi)

λi Λ

where  is  the wavelength of the attenuation band (res-
onance)  corresponding  to  the ith  cladding  mode,

,  are  the  effective  indices  of  the
core and the ith cladding mode at , and  is the grating
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period.
As  the  change  in  the  cladding  mode  effective  indices

during  the  mode  transition  is  abrupt,  the  wavelength
shift of the corresponding resonances is also large, which
means  that  the  sensitivity  to  the  thin  film  thickness  at
this point is high. Furthermore, it has also been demon-
strated  that  during  the  mode  transition  there  is  also  an
increase in the sensitivity to the surrounding medium re-
fractive  index  (SRI)19. Consequently,  the  mode  trans-
ition  has  become  a  common  strategy  in  LPG  based  SRI
sensors21,22,  chemical  sensors23,  or  biosensors24 with  the
purpose of improving the sensitivity.

In the  context  of  TFBGs,  mode  transitions  were  re-
cently demonstrated  through  the  deposition  of  a  titani-
um  dioxide  (TiO2)25,  and  an  indium  tin  oxide  (ITO)26

thin films  on  fibers.  It  was  shown  that  the  mode  trans-
ition presents  different  characteristics  depending on the
polarization state of the core-guided light incident on the
TFBG25.  Two  cases  were  studied,  one  with  S-polarized
input  core  guided  light,  and  the  other  with  P-polarized
light  (with  the  S  and  P  states  defined  relative  to  the  tilt
plane of  the grating fringes).  In the case  in which S-po-
larized  light  was  employed,  the  mode  transition  was
more abrupt and occurred at lower thin film thicknesses
than in the case where P-polarized light was used (P-po-
larized  input  light  couples  predominantly  to  cladding
modes  radially  polarized  at  the  fiber  while  S-polarized
input couples to tangentially polarized cladding modes).
It is  also  worth  mentioning  that  for  TFBGs,  the  reson-
ances shift towards longer wavelengths during the mode
transition,  as  opposed  to  LPGs,  where  the  resonances
shift towards shorter wavelengths. This is due to the fact
that the phase matching condition for a TFBG is27: 

λi =
(
neffcore (λi) + ni

effcladding (λi)
)
· Λ/cosθ , (3)

θ
where  the  terms  have  the  same  meaning  as  the  ones  in
the LPG phase matching condition and  is the tilt angle.
In  the  TFBG  phase  matching  condition,  there  is  a  plus
sign  (as  opposed  to  the  minus  sign  in  the  LPG  phase
matching  condition, Eq.  2), which  explains  this  differ-
ence between the mode transition in TFBGs and LPGs.

The main reason for using TFBGs in the current work
however stems from the  fact  that  cladding  mode reson-
ances occur at  spectral  intervals  of  the order of  1 nm in
typical cases (the spectrum of the TFBG employed in this
work is shown in Fig. 1), compared to 10–100 nm in the
case of LPGs. This allows simultaneous measurements of
a  much  larger  set  of  cladding  mode  resonances,  each

providing a “separate” measurement of the growth of the
thin  film,  as  well  as  a  reference  wavelength  (that  of  the
core mode back reflection) which remains unaffected by
the presence and growth of the thin film on the cladding
surface. It is these features of the TFBG device which al-
low sufficient data to be collected during thin film depos-
ition  for  reducing  the  uncertainty  in  the  determination
of the film parameters through statistical means.
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Fig. 1 | Transmission  spectrum  of  the  S-polarized  TFBG  before
starting the deposition. The 8 resonances that are employed in the

method  described  in  the  results  section  are  marked  (in  red  for  the

resonances of modes with even azimuthal order, in green for reson-

ances with odd azimuthal order).
 

A first step in this direction was obtained in our previ-
ous work25.  Here, it was demonstrated that the thin film
thickness value could be recovered by comparing the ex-
perimental  and  simulated  wavelength  shift  of  a  single
cladding mode resonance during a  mode transition,  but
the simulations required to know the thin film refractive
index value,  which  was  measured  separately  with  an  el-
lipsometer. The purpose of the present work is far more
ambitious,  i.e.  to  employ  the  mode transition  in  TFBGs
to recover not only the thin film thickness value, but also
its  refractive  index,  thus  fully  replacing  an  ellipsometer
with fiber optic spectrum measurement tools. It could be
argued that the same study could be attempted based on
the mode transition in LPGs, but this would require ac-
curate spectral interrogation over a few thousand nm to
be able to follow the same number of modes and thus to
obtain the same statistical  improvement  in  the accuracy
of the extracted film parameters.

 Material and methods

 Experimental part
The  employed  TFBG  was  inscribed  over  a  length  of  15
mm on a standard single mode fiber (Corning® SMF-28)
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Λ/cosθ

with a cladding/core diameter of 125/8 μm. A pulsed KrF
excimer laser (PM-800 by Light Machinery) was used to
fabricate  the  grating  by  the  phase  mask  technique  and
hydrogen loading of the fiber to enhance its photosensit-
ivity. The  core  mode  resonance  was  approximately  loc-
ated at 1587 nm, the grating period along the fiber axial
direction  ( )  was  549  nm,  and  the  tilt  angle  was
12°.  This  tilt  angle  was  selected  because  the  cladding
modes  strongly  couple  over  a  wider  wavelength range27,
thus  enabling  to  monitor  the  shift  of  resonances  in  a
broader  range.  A  TiO2 thin film  was  deposited  uni-
formly  over  the  whole  circumference  of  the  TFBG  with
the atomic layer  deposition technique using a  Savannah
G2 ALD deposition system (Veeco Inc.), and utilizing ul-
trapure  water  and  TDMAT  (tetrakis(dimethylamido)ti-
tanium(IV))  (Sigma-Aldrich  S.A)  as  precursors.  The
duration  of  the  deposition  was  approximately  10  h  and
21 min (621 min).

In order  to  monitor  the  evolution  of  the  TFBG spec-
trum  during  the  deposition,  one  end  of  the  fiber  was
connected  to  a  multi-SLD  light  source  (FiberLabs  Inc.),
and the other end to an optical  spectrum analyzer (HP-
86142A from  Agilent).  This  is  possible  due  to  the  em-
ployment of a dome lid with feedthroughs that enable to
use fibers  to  connect  the  TFBG  (inside  the  ALD  cham-
ber), with  the  measuring  equipment.  The  optical  spec-
trum  analyzer  was  connected  to  a  computer,  and  the
spectrum was acquired and saved at  ~25 s  intervals.  An
in-line polarizer (Phoenix Photonics Ltd), and a polariz-
ation  controller  (FPC032  model  from  Thorlabs  Inc.)
were placed in the setup between the source and the TF-
BG to select the S linearly polarized state (relative to the
tilt plane)  for  the  core-guided  light  incident  on  the  TF-
BG. The P- and S-polarized states can be recognized un-
ambiguously  by  rotating  the  input  polarization  before
the deposition since TFBG resonances occur in pairs (in
this case,  separated  by  about  0.1  nm)  where  the  reson-
ance at  shorter wavelengths corresponds to the P-polar-

ized state and the one at longer wavelengths corresponds
to  the  S-polarized  state.  The  whole  setup  is  depicted  in
Fig. 2.  It  was  decided to  work with the  S-polarized state
(instead  of  the  P-polarized  state)  because  the  mode
transition is  more abrupt  for  the S-polarization25,  and it
was  considered  that  this  would  help  the  fitting  method
proposed in  the  results  section.  We  note  that  birefrin-
gent films can be measured with this  technique since S-
and  P-polarized  modes  have  perpendicularly  oriented
electrical  fields  at  the  fiber  surface.  Choosing  which
modes are used in the analysis  allows to measure separ-
ately the refractive index in the radial and azimuthal dir-
ection (on the surface of the fiber).

The  accuracy  of  the  method  that  is  proposed  in  this
work  is  verified  by  measuring  the  refractive  index  and
the thin film thickness with an ellipsometer, and a field-
emission scanning electron microscope (FESEM) (in this
case,  only  the  thickness).  The  ellipsometer  used  is  an
UVISEL 2 model (Horiba Scientific Thin Film Division)
with  a  spectral  range  of  0.6–6.5  eV  (190–2100  nm),  an
angle of  incidence  of  70°,  a  spot  size  of  1  mm and soft-
ware  DeltaPsi2™.  The  sample  that  was  analyzed  was  a
piece  of  silicon wafer  that  was  placed next  to  the  TFBG
inside  the  ALD  chamber  during  the  deposition.  The
FESEM  is  an  UltraPlus  FESEM,  from  Carl  Zeiss,  Inc.,
with an in-lens detector at 3 kV and an aperture diamet-
er  of  30  μm.  It  enables  the  direct  measurement  of  the
thin  film  thickness  on  the  cross  section  of  the  TFBG
(which  have  been  cut  following  the  final  optical
measurements).

 Simulations
The simulations of  the TFBG spectrum were performed
in MATLAB© using a combination of two algorithms: a
fiber mode  solver,  and  a  complex  coupled-mode  pro-
gram  to  calculate  TFBG  transmission  spectra28.  The
mode  solver  algorithm  is  based  on  the  finite  difference
method with a resolution of 3 nm over the 80 μm radius
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Fig. 2 | Schematic diagram of the setup employed in the deposition.
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of  the  calculation  window  in  the  radial  direction  (suffi-
ciently  large  to  assume  that  the  cladding  mode  fields
have  decayed  to  zero  beyond  the  62.5  μm  radius  of  the
fiber)  and independent  calculations for  mode azimuthal
orders 0 to 7. The mode solver allows for any number of
azimuthally uniform layers in the radial direction, and in
particular coatings of any thickness on the cladding sur-
face. The coupled mode approach to calculate transmis-
sion spectra29 is modified with several improvements. At
each wavelength,  28  modes  are  calculated  (by  the  mode
solver)  around  an  effective  index  value  determined  by
the requirement of  phase matching from the core mode
at  this  wavelength.  Then,  coupling  coefficients  for  all
these modes are determined and the coupled mode equa-
tions are solved over the grating length by a Runge-Kutta
algorithm.

ncore (λBragg)

ncore (λ) = ncore (λBragg) + S(λBragg − λ)

It is important to note that in order to obtain accurate
results, the refractive indices of the core and cladding of
the fiber employed in the simulations must be known to
the highest possible precision. For the cladding glass, the
refractive index values are those of pure silica30, while the
core  index  and  dispersion  are  determined  separately  by
iterative  simulations  of  the  measured  positions  of  the
resonances of the TFBG used in air (without coating) un-
til the resonance positions match to better than 1 pm on
average over the spectral range of interest. This is neces-
sary because the grating fabrication process  changes the
average refractive index and dispersion of the Germani-
um-doped core  in  a  manner  that  varies  from grating  to
grating (at least for the required accuracy, which is of the
order  of  1  in  106).  In  the  case  of  the  TFBG used  in  this
work,  the obtained values for the refractive index of  the
core  material  and  the  dispersion  are  =
1.450634  and S=0.017036  μm−1,  and  the  refractive
index  of  the  core  material  at  each  wavelength  is
then  calculated  with  the  following  expression:

.  In  the  case  of  the
TiO2 thin  film,  non-dispersive  constant  trial  values  for
the real part of the refractive index (n) are assumed (this
will be further explained in the results section), while the
imaginary  part  (k)  is  assumed to  be  negligible,  which  is
expected for good quality TiO2. Regarding the surround-
ing medium (air), a constant value of 1.00027 is used.

 Results and discussion

 Simulation: first iteration
Eight resonances  are  selected  to  be  simulated  and  com-

pared to the experimental ones. Since TFBGs with relat-
ively  small  tilt  angles  couple  to  modes  guided  by  the
cladding  and  since  these  modes  fill  the  whole  cladding
cross-section (with  various  power  distributions  associ-
ated with their azimuthal orders)27, the use of wavelength
shifts  from  several  cladding  mode  resonances  ensures
that the measured data provides a reliable representation
of the  whole  coating  around  the  fiber.  These  8  reson-
ances have been chosen because they possess a low calib-
ration  error  (less  than  5  pm  individually,  and  less  than
0.1  pm on average)  in  order  to  increase  the  accuracy  of
the  method.  The  calibration  error  of  a  resonance  is
defined  as  the  difference  between  its  experimental
wavelength positions before the beginning of the depos-
ition, and  the  simulated  one  with  the  obtained  calibra-
tion parameters. Out of these 8 resonances, 4 resonances
(the ones that are located around 1520.0 nm, 1522.6 nm,
1537.3 nm, and 1539.6 nm at the beginning of the depos-
ition), correspond to even azimuthal orders (m = 0, 2, 4,
6)  and  the  other  4  resonances  (initial  wavelengths  of
1523.9  nm,  1526.4  nm,  1536.2  nm,  and  1538.5  nm),  to
odd azimuthal orders (m = 1,  3,  5,  7).  These resonances
are denoted from S1 to S8 using the order in which they
have  been enumerated in  the  text  (S1–S4 correspond to
even  azimuthal  orders,  and  S5–S8 to  odd  azimuthal  or-
ders). The initial position of these resonances before the
beginning  of  the  deposition  is  shown in Fig. 1,  with  the
even  resonances  (m =  0,  2,  4,  6)  marked  in  red  and the
odd  resonances  (m =  1,  3,  5,  7)  marked  in  green.  This
choice (i.e.  having  resonances  with  even  and  odd  azi-
muthal  orders)  has  been  done  to  make  the  proposed
method  more  robust  (in  case  the  mode  sensitivities
would depend somewhat  on the  parity  of  the  azimuthal
order). The experimental shift of these 8 resonances dur-
ing the deposition is shown in Fig. 3(a). The black line in
each graph corresponds to the central wavelength of the
respective  resonance,  which  is  calculated  combining  a
MATLAB© function for finding peaks and a second or-
der polynomial approximation of the resonance. In order
to  provide  a  graphical  summary  of  the  experiment,  the
evolution  of  all  the  resonances  during  the  deposition  in
the  1515–1545  nm range  is  included  in Fig. 3(b),  where
each  of  the  8  studied  resonances  is  identified,  and  its
central wavelength shift is also marked with a black line.

The shift of the 8 selected resonances is simulated for
values of n of the thin film ranging from 2 to 2.48 in 0.04
steps (13 n values) and for thicknesses T ranging from 0
to  300  nm  in  20  nm  steps  (16T values).  The n values
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employed  in  the  simulation  have  been  selected  because
the TiO2 thin film should have a real part of the refract-
ive  index  in  this  range  based  on  existing  references31,32

and our experience with this material.  Once the simula-
tions have been performed, there are two sets of data for
each  resonance;  the  experimental  wavelength  shifts  vs.
deposition times and the simulated wavelength shifts vs.
thickness. The second dataset  can be  divided in  13 sub-
sets,  as  there  is  one  subset  per  each  assumed n value  of
the thin film.

The proposed method has to find in the first place the
deposition rate that provides the best fit between the ex-
perimental and the simulated data for each n value. This

idea  is  graphically  synthesized  in Fig. 4,  where  the  time
axis (top of the graph) and the experimental wavelength
shift  of  resonance  S1  are  “stretched ”  or  “compressed ”
until they fit the simulated data (a video showing this dy-
namically  is  included  in  the  Supplementary
information). It can be observed in Fig. 4 that deposition
rates of 0.42 nm/min and 0.23 nm/min provide good fits
for  the  simulated  data  with n =  2.00  and n = 2.48,  re-
spectively. Another  result  assuming  a  0.30  nm/min  de-
position rate has also been added for visual comparison.
While the correspondence between experiment and sim-
ulation visually appears as good for the two index values
tested, there are small differences that make it possible to
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range during the deposition.
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find the  “best”  value  quantitatively,  especially  when  in-
cluding data from all 8 resonances. It is worth mention-
ing  that Fig. 4 shows  that  there  are  some  simulated
points that cannot be used in the fitting, that is, the ones
that correspond to wavelengths shifts higher than the ex-
perimental wavelength shift corresponding to the end of
the  deposition  (discontinuous  line).  This  fact  has  to  be
taken into account in the proposed method. On the oth-
er  hand, Fig. 4 only includes  the  visual  fitting  of  reson-
ance S1,  and  it  is  desired  to  simultaneously  fit  8  reson-
ances, in order to obtain a robust method with high ac-
curacy. Based  on  the  previous  considerations,  the  pro-
posed method possesses the following steps:
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1)  Initial  check:  all  simulated  data  points  (i.e.  (n, T)
pairs) yielding wavelength shifts larger than the final ex-
perimental value (i.e. 1521.9 nm in the case of resonance
S1 in Fig. 4) are discarded from the analysis. When n in-
creases,  the  highest  thickness  that  can  be  used  becomes
lower. This is the expected result because, when the thin
film value of n is higher, the wavelength shift is faster, re-
quiring  thinner  thin  films  to  produce  the  wavelength
shift corresponding to the end of the deposition.

tfitted

ε (n,T, ti) ti

2)  Fitting:  for  each  (n, T)  that  verifies  the  previous
condition,  it  is  found  the  time  instant  that minim-
izes  the  total  error  for  the  8  resonances.  The  total  error

 at  a  certain  time  instant  is  calculated  as  the
addition of the absolute values of the differences between
the simulated and the experimental position of each res-
onance at  that time instant.  This error can be expressed
with the following formula: 

ε (n,T, ti) =
8∑

j=1

|λj,sim (n,T)− λj,exp (ti)| , (4)

λj,sim (n,T)

λj,exp (ti)
ti

where  is  the  simulated  wavelength  position
for  resonance j (with j ∈ [1,  8])  for n and  thickness T,
and  is  the  experimental  wavelength  position  of
resonance j at time instant .

ti

ti

tfitted

An example of how to calculate this error is shown in
Fig. 5. These graphs correspond to the case (n = 2.20, T =
100 nm).  In  each graph (the  graph corresponding to  S1
has  been  enlarged  for  the  sake  of  clarity),  the  blue  line
corresponds to  the  experimental  wavelength shift  of  the
respective  resonance  during  the  complete  deposition,
and  the  black  discontinuous  line  signals  the  simulated
wavelength  position  of  the  respective  resonance  for n =
2.20, T = 100 nm. For  = 150 min (time instant selected
as  an  example),  the  green  arrows  indicate  the  error  for
each resonance, and the total error that has to be minim-
ized  is  the  addition  of  these  8  individual  errors.  In  this
case,  it  can be  observed that  all  the  discontinuous  black
lines cut the experimental shift of the corresponding res-
onance  at  approximately  =  330  min,  but  the  crossing
point  slightly  changes  depending  on  the  resonance,  so
the  total  error  has  to  be  computed  to  establish  which  is
the  “best ”  time  instant  for n =  2.20, T =  100  nm.
This process is repeated for all (n, T) points that verified
the previous step (“initial check”).

tfitted
As an  additional  step,  it  is  checked  that  for  the  fitted

points (n, T, ) ,  the individual 8 errors for the 8 res-
onances have a similar order of  magnitude.  If  there had
been an outlier resonance with a much higher mean er-
ror  than  all  others,  it  could  have  been  discarded  since
there is ample remaining data to form a reliable average.
This  did  not  occur  for  this  experiment.  On  the  other
hand, during this fitting process,  no relevant differences
have  been  found  between  the  results  obtained  with  the
resonances corresponding to even azimuthal  orders  and
the ones  corresponding  to  odd  azimuthal  orders.  Fur-
thermore, since each resonance is actually made up of at
least 4  modes  with  different  azimuthal  orders  (but  al-
most identical  effective  indices),  this  ensures  very  uni-
form  “probing ”  of  the  coating  around  the  fiber
circumference.

3) Linearity: the ALD deposition rate is supposed to be
constant,  but  the  analysis  method  proposed  here  does
not assume  or  need  a  constant  deposition  rate.  This  al-
lows the calculation of a deposition rate vs. time by plot-
ting  the  thickness  vs.  time  graph  and  measuring  the
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tfittedevolution  of  the  slope.  Exemplary  fitted  (n, T, )
points are plotted in Fig. 6(a) for n = 2.00, n = 2.20 , and
n =  2.48  values.  In  all  cases  (also  including the n values
that are not represented in Fig. 6(a)), a linear approxima-
tion  provides  an R2 value  close  to  0.99  or  even  higher,
meaning  that  the  deposition  rate  is  essentially  constant,
as  expected  for  ALD.  The  final  thickness  calculated  for
each n value  is  shown  in Fig. 6(b).  The  calculated  final
thickness reduces as the n value increases. As it has been
previously mentioned, this is the expected result, as thin-
ner  thin  films  are  needed  to  produce  the  same
wavelength shift as the n value becomes higher.

This  way,  there  are  13  pairs  of  solutions  (n,  final T),
one per  each n value that  has  been tested.  The question

εglobal (n)

ε (n,T, tfitted)

NT (n)

NT (n)

that  now arises  is  how to establish which of  them is  the
best one. In order to do this, a global mean error 
is calculated for each n as the addition of the total error

 made  at  each  fitted  point  divided  by  8
(number of employed resonances), and by the number of
employed thicknesses  for that n value. It has to be
remembered  that,  depending  on  the  tested n value,  the
number of thicknesses  that are used is different, so
the global  error  has  been  defined  in  a  way  that  com-
pensates  this  fact.  This  error  can  be  calculated  with  the
following formula:
 

εglobal (n) =
1
8

NT(n)∑
1

ε (n,T, tfitted)
NT (n)

. (5)
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εglobal (n)The global mean error  for each n is plotted in
Fig. 7.  Nevertheless,  there  is  not  a  clear  minimum  (the
optimum seems to be in the 2.16–2.40n interval, but it is
a very broad range).
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Fig. 7 | Mean  wavelength  error  per  resonance  over  all  thicknesses

(εglobal(n)) for each tested index value (n).
 

However,  although  precautions  have  been  taken  to
make a  fair  comparison  between  the  results  for  the  dif-
ferent n values,  the  number  of  thicknesses  used  varies
between index values  (13 thicknesses  for n = 2,  8  thick-
nesses for n = 2.48), which may affect the results. In ad-
dition to this, it can be argued that there are not enough
thickness points for the larger index values.

 Simulation: second iteration
Based on  the  results  of  the  first  iteration,  a  second  at-
tempt was made with the following differences: for each
value of index, a new set of thicknesses were determined
such that the number of thicknesses used for each index
was  equal.  In  short,  the  maximum  thickness  found  for

each  index  in Fig. 6(b) was divided  into  20  equal  inter-
vals  as  shown in Table 1. Actually,  the  maximum thick-
ness  to  be  simulated was  set  a  little  lower  than the  final
thickness  calculated  in  the  first  iteration,  to  make  sure
that the last thickness simulated would not exceed the fi-
nal experimental wavelength for all 8 resonances.

The results for this second iteration are shown in Figs.
8, 9 below. Figure 8 shows that  all  the  simulated  thick-
nesses lie below the maximum allowed by the maximum
experimental  wavelength  shift.  On  the  other  hand, Fig.
9(a) displays the global mean error calculated for each n
value in this second iteration, and Fig. 9(b) provides the
new values  of  the  final  simulated  thicknesses  corres-
ponding to each index (they are very similar to those cal-
culated in the first iteration, so it does not make sense to
carry out a third iteration). There is a clear minimum at
n = 2.24 in Fig. 9(a), but a third order polynomial fit (R2

=  0.9626)  gives  a  slightly  more  precise  minimum  near
2.25,  in  spite  of  apparent  slight  outliers  at n =  2.28, n =
2.44, that do not follow perfectly. It is considered that in-
creasing the number of thickness points in the second it-
eration  (which  is  the  same for  each n value)  has  helped
obtain a good fitting and a clear optimum. For n = 2.25,
the  corresponding  final  thickness,  found  from Fig. 9(b)
using a second order polynomial fit (R2 = 0.9997), is 185
nm.  Therefore,  the  second  iteration  of  the  proposed
method  provides  an  optimum  solution  with  a  thin  film
index  of  2.25  and a  final  thickness  of  185  nm,  although
the errors still  have to be calculated. This n value would
be valid in the 1520–1540 nm range, range in which the
resonances chosen are located.

In  order  to  calculate  the  error  in  the  final  thickness,
 

Table 1 | Results for the 1st iteration of the proposed method and thickness selection for the 2nd iteration.
 

n Deposition rate (nm/min) Final thickness (nm) Max. thickness (nm) in 2nd iteration Step (nm) in 2nd iteration

2.00 0.421 261 250.00 12.50

2.04 0.397 247 240.00 12.00

2.08 0.374 232 225.00 11.25

2.12 0.355 220 210.00 10.50

2.16 0.335 208 200.00 10.00

2.20 0.320 199 190.00 9.50

2.24 0.303 188 180.00 9.00

2.28 0.290 180 170.00 8.50

2.32 0.274 170 160.00 8.00

2.36 0.263 164 155.00 7.75

2.40 0.254 158 150.00 7.50

2.44 0.240 149 140.00 7.00

2.48 0.231 144 135.00 6.75
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the error in the deposition rate can be used. For n = 2.24
(simulated n value closest to n = 2.25), the confidence in-
terval  of  the  deposition  rate  at  95%  confidence  level  is
[0.295,  0.308]  nm/min,  which  corresponds  to  a  [183.2,
191.3] nm interval  for  the  final  thickness,  that  is,  an er-
ror  of  around  ±4.1  nm.  For  the  rest  of  tested n values,
this error oscillates between ±3.4 nm (n = 2.48) and ±4.6
nm (n = 2.00). Being conservative, an error of ±5 nm can
be  assumed  in  the  final  thickness  for  any n value.  This
method  for  calculating  the  error  in  the  final  thickness
would have to be reconsidered in other studies. If the de-
position duration increased or the difference between the
deposition  rates  for  each n value was  larger,  the  differ-
ence between the errors for each n value would be more
important (here it is only ±1.2 nm between n = 2.00, and
n = 2.48), and perhaps assuming the same error for any n
value would not be the best option.

Regarding  the  error  in  the n value  in  the  optimum
solution, if  two  lines  corresponding  to  the  optimum  fi-
nal  thickness  ±5  nm  are  drawn  in Fig. 9(b) (see  the
inset), they cut the (n, final T) curve approximately at n =
2.23 and n = 2.27, so it  can be considered that the error
in n is  ±  0.02.  It  has  to  be  noted  that,  with  the  method
employed to calculate the error in n, if the error in the fi-
nal  thickness  increased,  the  error  in n would  increase
too. Therefore, the optimum solution is n = 2.25 ± 0.02,
with a final thin film thickness of 185 ± 5 nm. These er-
rors  are  considered  to  be  acceptable,  as  they  are  of  the
same order of magnitude as the ones given by other con-
ventional methods, as it will be explained in the following.

The  validity  of  the  results  obtained  (n =  2.25,  final
thickness of 185 nm) can be compared to the values giv-
en by traditional means (an ellipsometer and a FESEM).
The  ellipsometer  provides  the  TiO2 dispersion  curve  as
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Fig. 8 | (a) Simulated wavelength shift for S1 for n values between 2.00 and 2.48 (0.04 steps) and different thicknesses that vary depending on

the n value. (b) Experimental wavelength shift of S1 during the deposition.
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well  as  the  thickness  of  the  thin  film.  The  dispersion
curve for n is included in Fig. 10, and n = 2.19 ± 0.01 in
the  TFBG  wavelength  range  (1480–1600  nm)  with  a
thickness value of 178 ± 1 nm. The mean thickness value
provided by  the  FESEM,  based on 6  measurements  (see
Fig. 11), is 183 nm, with a standard deviation of 11 nm.
 
 

2.4

2.2

2.0

2.6

3.0

2.8

3.2

200 600 18001000 1400

Wavelength (nm)

n

Fig. 10 | Dispersion curve for n measured by the ellipsometer on
a thin film on a witness sample.
 

The obtained  results  with  each  method  are  summar-
ized  in Table 2. It  can  be  observed  that  the  final  thick-
ness that has been calculated with the proposed method
is within 2 nm (or 1.1%) of the physical measurement of
the  FESEM,  while  the  ellipsometer  difference  is  a  little
larger (7 nm or 3.9%). Regarding the calculated value for
n (n = 2.25 with the proposed method vs. n = 2.19 with
the  ellipsometer),  the  difference  is  2.7%.  It  should  be
pointed  out  that  while  ALD  is  considered  a  conformal
process in  the  sense  that  all  exposed  surfaces  in  the  de-
position tool are supposed to be coated similarly, this can

also be dependent on the local conditions at each surface:
since  the  fiber  and  witness  samples  (for  ellipsometric
measurements)  are  not  exactly  at  the  same  place  in  the
chamber, the differences observed between the fiber and
witness  samples  may  be  due  to  actual  differences  in  the
films  produced.  The  FESEM  does  not  suffer  from  this
problem since its thickness measurement was carried out
on  the  fiber  itself.  Therefore,  it  is  considered  that  the
proposed method is reliable and could become an inter-
esting alternative to measure the thickness and refractive
index of thin films deposited on fibers in situ and in real
time.

Regarding  the  possible  limitations  of  the  proposed
method,  it  is  noted  that  the  current  demonstration  was
obtained for a  coating that  has a  higher refractive index
than the fiber cladding (~2.2 vs.  1.44 at the wavelengths
used) and therefore that a mode transition phenomenon
enhances the nonlinearity of the wavelength shift curves.
This helps produce better defined minima in the simula-
tion vs experimental shift curves and most probably bet-
ter  accuracy.  Other  materials  that  produce  the  mode
transition (their refractive index is higher than that of the
cladding),  and  for  which  this  method  could  be  directly
applied, include, for instance, indium tin oxide (ITO), tin
oxide  (SnO2)  or  zinc  oxide  (ZnO).  In  fact,  the  mode
transition  in  TFBGs  coated  with  ITO  has  already  been
shown26. A  similar  demonstration  remains  to  be  valid-
ated for coatings with an index lower than 1.44,  such as
gold  (Au)  or  silver  (Ag).  Although  the  mode  transition
does not occur for these materials, it is considered that a

 

Pa 1=169.0 nm

Pa 1=170.2 nm

Pa 1=193.8 nm

Pa 1=187.6 nm

H1=194.3 nm
Pa 1

Pa 1

Pa 1

Pa 1

V 1=181.5 nm

Pa R1

Pa R1

Pa R1

Pa R1

a b c

d e f

Fig. 11 | FESEM images in which the thin film thickness is measured in the TFBG cross-section.
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similar  method,  based  on  monitoring  the  wavelength
shift of  the  resonances  during  the  deposition  and  com-
paring them with the simulated ones, could be employed.

In terms of applicability of the present method, sever-
al TFBGs with suitable grating periods (therefore cover-
ing  different  wavelength  ranges)  would  be  required  in
order  to  measure  the  refractive  index  over  a  broader
wavelength range. On the other hand, it was not demon-
strated  how  films  with  complex  refractive  indices  could
be  measured.  While  beyond  the  scope  of  the  current
work,  it  has  been  shown  before  that  TFBGs  can  indeed
measure  losses  in  coating  (in  particular  films  with  lossy
surface  plasmon  resonances27), and  that  transitions  in-
duced by  lossy  modes  have  been observed frequently  in
LPGs33−35.

 Conclusions
In this work, a new method, based on simultaneous ana-
lysis  of  multiple  resonance  wavelength  shifts  in  TFBGs,
has been proposed to measure both the thickness and the
refractive  index  of  a  thin  film  deposited  on  a  fiber.  In
particular, it has been applied to a TiO2 thin film depos-
ited by means of ALD. The method is based on compar-
ing the  experimental  wavelength  shift  of  the  TFBG  res-
onances with the simulated ones obtained for a range of
thicknesses  and n values.  The  proposed  method  easily
finds the deposition rate that better fits the experimental
results  for  an  assumed  value  of n.  Then,  calculating
which pair of  (n, final  thickness) results  best  fits  the ex-
perimental results has been demonstrated through a two-
step  iterative  process  starting  from rough initial  guesses
of  the  expected  ranges  of  the  film  thickness  and  index.
For  routine  analysis  of  similar  coatings  in  production,
for instance, the search range would likely be much bet-
ter known and a single iteration could be sufficient.

It is  to  be  noted  that  the  whole  process  can  be  auto-
mated (from  data  gathering  to  peak  fitting  and  pro-
cessing):  it  was  carried out  using MATLAB© as  a  set  of
individual  programs  but  given  the  human  intervention
steps  we  used,  there  does  not  appear  to  be  issues  into
combining those  into  a  single  software  package.  In  par-
ticular, for depositions occurring at relatively slow rates,

there  is  a  possibility  that  (n, T)  measurements  could  be
carried out in real time during deposition.

The method was shown to provide accurate measure-
ments  of  sub-micron  scale  film  thicknesses,  compared
with those  measured  with  an  ellipsometer  (3.9%  differ-
ence)  and a  FESEM (1.1% difference),  as  well  as  of  film
index (within 2.7% of  the  ellipsometer  measurement  on
neighboring witness samples).

Nevertheless, the method is  experimentally trivial,  re-
quiring only standard optical fiber instrumentation, and
easy to integrate into deposition tools through a vacuum
compatible  optical  fiber  port.  It  is  obviously  ideally
suited for measuring coatings deposited on optical fibers
and monitoring them during deposition (even simultan-
eous  deposition  on  multiple  fibers,  with  one  used  as  a
process monitor).  This  in  turn  will  facilitate  the  manu-
facturing of optical fiber sensors and devices with optim-
ized  coatings  requiring  precise  thicknesses  and  indices.
This is in contrast with conventional methods to determ-
ine the properties of such thin films which must rely on
co-located witness  samples  or  on  destructive  measure-
ments  using  some  of  the  coated  fibers.  Therefore,  the
proposed method could serve to  overcome these  limita-
tions  and  establish  a  new  standard  for  measuring  the
thickness and refractive index of thin films deposited on
optical fibers.
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