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Abstract: Moderate resolution imaging spectroradiometer (MODIS) imaging has various applications in the field of 
ground monitoring, cloud classification and meteorological research. However, the limitations of the sensors and 
external disturbance make the resolution of image still limited in a certain level. The goal of this paper is to use a 
single image super-resolution (SISR) method to predict a high-resolution (HR) MODIS image from a single 
low-resolution (LR) input. Recently, although the method based on sparse representation has tackled the ill-posed 
problem effectively, two fatal issues have been ignored. First, many methods ignore the relationships among patches, 
resulting in some unfaithful output. Second, the high computational complexity of sparse coding using l1 norm is 
needed in reconstruction stage. In this work, we discover the semantic relationships among LR patches and the 
corresponding HR patches and group the documents with similar semantic into topics by probabilistic Latent Se-
mantic Analysis (pLSA). Then, we can learn dual dictionaries for each topic in the low-resolution (LR) patch space 
and high-resolution (HR) patch space and also pre-compute corresponding regression matrices for dictionary pairs. 
Finally, for the test image, we infer locally which topic it corresponds to and adaptive to select the regression matrix 
to reconstruct HR image by semantic relationships. Our method discovered the relationships among patches and 
pre-computed the regression matrices for topics. Therefore, our method can greatly reduce the artifacts and get 
some speed-up in the reconstruction phase. Experiment manifests that our method performs MODIS image su-
per-resolution effectively, results in higher PSNR, reconstructs faster, and gets better visual quality than some cur-
rent state-of-art methods. 
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1 Introduction 
There are many factors which cause the resolution lower 
in the imaging process of remote sensing image, such as 
atmospheric disturbance, frequency aliasing[1]. However, 
spatial resolution is an important property of remote im-
age sensing [2]. As an important branch of remote sensing, 
the moderate resolution imaging spectroradiometer 
(MODIS), mounted on Terra and Aqua satellites, is an 
important instrument for observing global biological and 
physical processes in the Earth Observation System (EOS) 
program. There are 36 medium resolution levels (0.25 
m~1 m) in the MODIS spectral band[3]. It is widely 
used in the fields of ground detection, cloud classification 

and climate research because it contains rich information. 
However, due to sensor limitations and external interfe-
rence, MODIS image resolution is limited to a certain 
level. Therefore, using super-resolution technology to 
improve resolution of the MODIS image has a great prac-
tical significance and application meaning. 

The conventional SISR approaches can be mainly di-
vided into two catalogs: regularized methods[4] and in-
terpolation methods[5]. However, the performance of re-
gularization methods degrades rapidly with the increase 
of magnification factor[6], and the interpolation methods 
do not take prior knowledge into account so that the en-
larged image cannot increase any information in nature. 
Recently, another class of super-resolution schemes, ex-
amples-based methods[7-9], which use a learned 
co-occurrence prior between LR and HR image patches 
space to predict a HR image. Chang et al. proposed a 
neighbor embedding[10] (NE) super-resolution algorithm 
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which adopted the philosophy of local linear embedding 
(LLE)[11] from manifold learning, assuming similar local 
geometry between the two manifolds in the HR image 
patch space and LR image patch space. 

The NE algorithm maps the local geometry of LR im-
age patch space to the HR image patch space and predicts 
HR image patch as a linear combination of neighbors. 
However, due to over-or under-fitting, this strategy often 
results in smooth effects. In very recent years, the sparse 
representation based SISR has attracted increasing inter-
ests and several works are proposed in Refs.[7-9]. In 
Refs.[7-8], Yang et al. adopt the compressive sens-
ing[12](CS) theory and extend the NE to the sparse repre-
sentation scheme, which assumes each image patch from 
test image considered can be well represented using a 
linear combination of a few atoms from a sparse dictio-
nary. Considering that a large number of example patches 
are needed to learn HR and LR dictionaries for accurate 
reconstruction, Zeyde et al.[13] improved the Yang’s 
framework to reduce the computational complexity of 
dictionary learning by K-SVD algorithm[14]. In Ref.[15], 
Timofte et al. proposed an ANR super-resolution algo-
rithm, learned single dictionary pair and regression ma-

trices anchored to the dictionary atoms obtained better 
quality and largely speed up in the reconstruction phase 
by learning the regression matrices in the full HR and LR 
spaces. Nevertheless, the relationships among the patches 
with repetitive structures are still ignored, which will 
result in noticeable reconstruction artifacts. 

With the above consideration, in this paper we propose 
to discover semantic relationships among patches in the 
documents by pLSA[16] and group the documents with 
similar semantic prior into topics, and then, apply the 
learned prior to LR image for high performance recon-
struction. People are sensitive to the high frequency de-
tail part of image. In Ref.[17], the authors have demon-
strated the extracted high frequency detail images are 
sparser than the original images and compressive sensing 
shows that the sparser signal will have higher reconstruc-
tion accuracy. Therefore, we select bilateral filter as a 
non-linear filter to extract the detail part of MODIS im-
ages, which viewed as the training images. The flowchart 
of proposed method is illustrated in Fig. 1. In the learn-
ing phase, we divided the detail part into documents and 
documents into patches and grouped documents into 
different topics by their semantic relationships. For each 
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topic, we adopt the method of Zeyde et al.[13] to learn a 
pair of dictionaries and calculate the regression matrix 
for the dictionaries. In the reconstruction phase, we also 
divided the LR image into base part and detail part by 
bilateral filter. In this part, we reconstruct HR detail part 
image and HR base part image respectively. For the LR 
detail part, we use the pLSA[16] to discover locally which 
topic it corresponds to and adaptively select the regres-
sion matrix for reconstruction. In section 2.3, we explain 
how to calculate the regression matrices and why the re-
gression matrices can get some speed-up in the recon-
struction phase. At the other part, we simply used 
bi-cubic interpolation to restore it. Finally, an HR MOD-
IS image can be restored by combining HR detail part 
and HR base part. The experiment shows that the pro-
posed algorithm can not only reconstruct accurately but 
also get some speed-up in the reconstruct stage over 
some existing state-of-art methods. 

2 Proposed framework 
Both Yang’s and Zeyde’s single image super-resolution 
framework learn the one-to-one correspondence between 
LR and HR patch pairs simply and just predict a HR 
patch accordingly from a LR patch. But infinitely many 
HR patches will result in the same LR patch when blurred 
and down-sampled. This is an extremely ill-pose problem. 
Therefore, we group the LR patches with similar semantic 
and the corresponding HR patches into topics in the 
training stage and find the HR patch with the most simi-
lar semantic from all possible HR patches for a given LR 
patches in the reconstruct stage by pLSA[16]. With the 
above processing, we can get the optimal reconstruction 
for the HR detail part. In the subsequent section, we will 
elaborate our work. 

2.1 Extract detail part by bilateral filter 
The detail part contains the rich high frequency informa-
tion of image. We select the bilateral filter as a non-linear 
filter to extract the base part from MODIS image. Then, 
the detail part can be got by the difference between orig-
inal MODIS image and base part. Bilateral filter contains 
two functions. One is determined by geometric spatial 
distance and the other is determined by the difference of 
pixel values. The output of the bilateral filter is:   


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where jiSji ,),(   means pixel ),( ji  , ),( ji  are ad-
jacent pixels in the image, and jiS ,  represents the tem-
plate domain. The ),( ji  is the normalized parameter, 
which can be written as  

 
 jiSji

jjiigji
,),(
s ),(),(  

)),(),(( ininr jijig  XX ,      (2) 
where sg  is a standardized Gaussian kernel function, 

rg  is a Gaussian function in the intensity domain, 
),(in jiX  is the original image. Detail part ),(d jiX  can 

be got by following equation: 
),(),(),( bind jijiji XXX  .        (3) 

2.2 Topic learning model 
The topic learning model can discover the semantic rela-
tionships of different possible HR patches corresponding 
to a given LR patch. Therefore, our intention is to discov-
er the topics locally for a given image set. In order to ap-
ply the topic learning model to MODIS image su-
per-resolution, we divide the training images (detail parts) 
into N  local regions ),,,( 21 NdddD   and define 
each local region as a document. N  documents are di-
vided into M words, which represent patches. Topic 

},,,,,{ 21 Kk zzzzZz   is even higher level concept 
that group different documents according to the 
co-occurrences of different words within and across the 
documents[18]. In our proposed method, we group the 
patches in documents into topics by topic learning model 
and learn a pair of high resolution and low resolution 
dictionaries for each topic. 

For a given document, we can determine which topic it 
belongs to by the pLSA[16]. The collection of documents 
and collection of words can be represented in a 

NM  co-occurrence table ),( jif dw , which stores the 
frequency of occurrences of the word iw  in the docu-
ment jd , and N  and M are the number of documents 
and words size, respectively. Suppose there are K latent 
topics kz  associated with the collection of documents 
and there are certain topic proportions corresponding to 
each document. PLSA is a topic model, which can dis-
cover the latent topic kz  with a certain probability for 
the given document jd  and select the corresponding 
words iw  from the topic kz  with a certain probability. 
The pLSA topic model can be represented as follows: 

)/()(),( jijji PPP dwddw  ,         (4) 
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where ),( jiP dw  is the joint probability of words and 
documents, )( jP d  is the prior probability of the docu-
ments which assumed to follow an uniform distribution, 

)/( jkP dz  is the probability of latent topic kz  occur-
ring in document jd , )/( jiP dw  is the conditional 
probability and )/( kiP zw  is the probability of word 
iw  occurring in a particular topic kz . 
Fitting the model involves determining the topic vec-

tors )/( kiP zw  which are common to all documents 
and the document specific mixture coefficients )/( jkP dz . 
According to the maximum likelihood estimation prin-
ciple, the parameters of the pLSA model can be obtained 
by calculating the maximum likelihood function: 
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A classical algorithm to solve maximum likelihood es-
timation function is EM algorithm. After initializing with 
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a random value, the E-step and M-step are used to itera-
tive calculation alternately until convergence. In the 
E-step, the posterior probability of each latent variable is 
calculated: 
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In the M-step, the parameters are estimated: 

 

 


M

t jtk

N

j jt

jik

N

j ji

ki
Pf

Pf
P

1 1

1

),/(),(

),/(),(
)/(

dwzdw

dwzdw
zw ,  (8) 

 

 


N

j

M

t jtkjt

M

i jikji
kj

Pf

Pf
P

1 1

1

),/(),(

),/(),(
)/(

dwzdw

dwzdw
zd ,  (9) 

 


K

l llj

kkj
jk

PP

PP
P

1
)()/(

)()/(
)/(

zzd

zzd
dz .      (10) 

After each iteration of equation in the M-step, we can 
learn the )/( jkP dz  which represents the mixture coef-
ficients of each document. The maximum value 

)/( jkP dz  of the document can be used to determine 
the document topic assignment. In Fig. 2, we displayed 
the documents under three different typical topics 
trained by the detail part of MODIS images. It is clear 
that the pLSA[16] method clusters the documents with 
similar semantic together under topics. Therefore, divid-
ing the documents into different topics and learning dual 
dictionaries for each topic will effectively represent 
structures of image. )/( kiP zw  and )( kP z  are stored 
for future EM algorithm that would be used for the test 
documents topic prediction. 

2.3 Topic dictionary learning and regression matrix 
learning 

For each topic kz , there are HR detail part patches set 
k
hX  and the corresponding LR detail part patches set 
k

lY , we learn a dual dictionaries },{ lh
kk ΦΦ  over the 

words(patches) under topic. Then the LR dictionary k
lΦ  

can be learned as follow: 
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where Q  is the sparsity, k
sy ,l  is a certain patch in k

lY  
and sα is the sparse representation coefficient. We use 
K-SVD algorithm[14] and OMP algorithm[19] to solve the 
Eq. (11). 

Sparse representation theory supposed that HR 
patches k

hX  and the corresponding LR patches k
lY  

have same sparse representation coefficient. Therefore, 
the HR dictionary k

hΦ  can be learned as follow equa-
tion: 
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where k
s,hx  represents a certain patch in k

hX . The solu-
tion of Eq. (12) is given by the following Pseudo-Inverse 
expression: 

1T
hhh ])([)(   kkkkkkk AAAXAXΦ .    (13) 

Timofte et al. proposed ANR[15] super-resolution algo-
rithm, and learned regression matrices anchored to the 
LR-HR dictionary atoms can largely reduce the computa-
tional complexity in the reconstruction stage. Therefore, 
using a similar framework to Timofte et al, once the 
LR-HR topic dictionary pair subsets K

k
kk

1lh },{ ΦΦ  are 
estimated, multiple regression matrices are computed by 
Collaborative Representation[20] to predict HR patch 
space from LR patch space.  

Unlike most sparse coding super-resolution methods 
that solve the sparse coefficients by 0  norm or 1  
norm regularization term, we select Collaborative Repre-
sentation[20] with 2  norm regularized least squares 
regression to compute the regression matrices for each 
LR-HR topic dictionary pair subsets K

k
kk

1lh },{ ΦΦ . The 
closed-form solution problem becomes: 

Fig. 2  Collection of documents under different topics. (a) Topic 8. (b) Topic 9. (c) Topic 10. 
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2

2lmin ββΦyβ
β

λk  ,        (14) 

where y  is a certain LR patch, k
lΦ  is the thk LR dic-

tionary subset whose semantic relationship is most simi-
lar to y , β  is the coefficient vector of y  over k

lΦ , 
and 0λ  is a weighting parameter which allows us to 
alleviate the singularity problems and stabilizes the solu-
tion. The closed-form solution is given by: 

yΦIΦΦβ T
l

1
l

T
l )())(( kkk   .       (15) 

Assuming that LR patch y  and the corresponding 
HR patch x  share the same coefficient vector β  over 

k
lΦ  and k

hΦ  respectively, the desired output HR patch 
can be obtained by: 

yΦIΦΦΦβΦx T
l

1
l

T
lhh )())(( kkkkk   .   (16) 

By observing the equation (16), we can obtain the re-
gression matrix: 

T
l

1
l

T
lh )())(( kkkkk ΦIΦΦΦP   .      (17) 

By comparing Eq. (16) with Eq. (17), the correspond-
ing regression matrices can be calculated once we get the 
topic dictionaries. The regression matrices can be com-
puted offline. As we know, the methods based on sparse 
representation will calculate sparse coefficient for each 
test patch respectively. It is time consuming. Our method 
only needs discovering the semantic relationship by 
pLSA[16] and adaptively selecting the regression to predict 
HR patch for an input LR patch. It means that we can 
avoid calculating the sparse coefficient. Therefore, our 
method can get some speed-up in the reconstruction 
phase.  

2.4 Summary of proposed algorithm 
The newly proposed SR algorithm consists of two phases: 
learning phase and reconstruction phase. Learning phase: 
we applied the pLSA topic learning model to discover the 
latent topics from an image database and learned the dual 
dictionaries and regression matrix for each topic. Recon-
struction phase: desired HR image is predicted from in-
put LR image by topic assignment for each patch and 
adaptively selecting the regression matrix to obtain the 
HR patch. The learning phase and the reconstruction 
phase of our algorithm are summarized in Algorithm 1 
and Algorithm 2, respectively. 

Algorithm 1: topic learning, dictionary learning and 
regression matrix learning 

1) Input: LR and HR MODIS images, scaling factor 
S . 

2) Preprocessing: Using bilateral filter ),(b jiX  to ex-
tract detail parts from the LR and HR MODIS images. 

3) Dividing the LR and HR detail parts into overlap-
ping documents with size mm  and the documents into 
overlapping patches with size nn . 

4) For 1o ; Mo  ; o  do. 
5) Appling the pLSA topic learning model to the doc-

uments and inferring the topic kz  for each document 
N
jj 1}{ d  by EM algorithm. 

6) The E-step and M-step of EM algorithm are used to 
iterate the Eqs. (7)(10) until convergence. 

7) Obtain the maximum mixture coefficients 
)/( jkP dz  of document jd . 

8) Group the documents into topics by maximum 
mixture coefficients )/( jkP dz . 

9) End for. 
10) Using K-SVD to learn dictionaries K

k
kk

1lh },{ ΦΦ for 
each topic by Eqs. (11) and (13) and learning regression 
matrices K

k
k

1}{ P  by Eq. (17).  
11) Storing document-topic distribution and the re-

gression matrices K
k

k
1}{ P  that would be used for the 

test image super-resolution. 
Algorithm 2: the reconstruction phase of the pro-

posed algorithm 
1) Input: the test LR MODIS image Y , scaling factor 

S , document-topic distribution regression matrices 
K
k

k
1}{ P . 

2) The test LR MODIS image Y  is decomposed into 
LR detail part l

dY  and LR base part l
bY  by the bilateral 

filter ),(b jiX . 
3) Dividing the LR detail part l

dY  into overlapping 
documents with size mm  and the documents into 
overlapping patches with size nn . 

4) Appling the pLSA topic learning model to the doc-
uments and inferring the topic kz  for each document 
d  by EM algorithm. 

5) Obtained the maximum mixture coefficients 
)/( dzkP  which is determined topic assignment of 

document d . 
6) Adaptively selecting the corresponding regression 

matrix kP  for the inferred topic of a document to pre-
dict the HR patches in the document. Then make an av-
erage of all the HR patches in overlapping region of the 
overlapping documents to obtain the HR detail part h

dX . 
7) For HR base part h

bX , it can be restored simply by 
bi-cubic interpolation. 

8) Combining the HR detail part h
dX  with the HR 

base part h
bX  to reconstruct the HR MODIS image 

h
b

h
d XXX  . 

We collect a number of sharp MODIS image as the HR 
images. We generate corresponding LR images as follows: 

1) For each image in the collection, using a Gaussian 
blur operator with small kernel (size 33 and 0.8 ) to 
obtain blur versions. 

2) Down-sample each blurred image with resolution 
factor S . 

3) Then scaled up back to the original size by bi-cubic 
interpolation. Thus original HR and corresponding LR 
images are same size. 

For the given HR and LR images, we use the bilateral 
filter to extract the detail parts as the training images 
database and then divide the HR detail parts and corres-
ponding LR detail parts into overlapping documents and 
the documents into overlapping patches. 
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3  Experimental results 
In this part, in order to verify the performance of our 
proposed method, we have implemented the experiment 
by Matlab R2010b on windows 10 with 16 GB RAM and 
a 2.6-GHz intel processor. The training samples were 
obtained from the MODIS images generated in the 
channels 14, 6, 7, 1719, 2226, 3136 of the MODIS 
data. The test images were obtained from 7:57 pm on 
March 2, 2016. AQUA satellite reception MODIS 1B data, 
the area is 97.8151 degrees east longitude to 134.6207 
degrees east longitude, 46.3421 degrees north latitude to 
97.8151 degrees. In our experiments, we have divided the 
training images into 20000 documents with size 5050 
and the patches size 77. In order to reduce the computa-
tional complexity of the training phase and get a better 
reconstruction result, the experimental parameters are set 
as follows. The topics of pLSA model are chosen 20 and 
the dictionary size is chosen 500. In order to verify the 
performance of the proposed method, we compared our 
proposed method with Bicubic interpolation method, 
Yang’s ScSR method[7], ANR method[15] and JOR me-
thod[21]. 

3.1 Compared our proposed method with other 
related methods 

To illustrate the effectiveness of our method in terms of 
objective criterion, peak signal to noise ratio (PSNR) and 
structural similarity index measure (SSIM) are used to 
evaluate the quality of the reconstruction results. The 
higher SSIM means that the recovered image is much 
similar structures to the original image.  

In Table 1, the PSNR and SSIM of the recovered images 
by different methods with magnification factor 2 and 3 
are displayed. We can see that images reconstructed by 
our proposed method have higher PSNR and SSIM than 
other methods. In order to observe the visual effect of the 
reconstruct HR images, we displayed the reconstructed 
results of channel 1 image with magnification factor 

3S  by different methods in Fig. 3. Obviously, we can 
see that the HR image recovered by Bicubic interpolation 

method improves the spatial resolution but produce 
smooth results. The images recovered HR images by ScSR 
method and ANR method which can achieve better re-
sults than Bicubic interpolation method, but the high 
frequency detail information is still inadequate. JOR me-
thod can get more high frequency detail information but 
produce reconstruction artifacts obviously. The recovered 
HR image by our method has adequate detail informa-
tion and sharper edges. Moreover, our method can re-
duce the reconstruction artifact. 

3.2 Time complexity of reconstruction 
In this experiment, we investigate the time complexity of 
our proposed method and other different su-
per-resolution methods with magnification factor 2 and 
3. Because the topic dictionaries and the corresponding 
regression matrices can be pre-computed offline, we only 
take the reconstruction time into consideration. 

We compared our method with ScSR method, ANR 
method and JOR[21] method. The different reconstruction 
time is displayed in Table 2. From Table 2, we can see that 
the ScSR method is really time consuming, ANR method 
is largely speed up because of avoiding the sparse coding, 
JOR[21] method also gets a competitive result. However, 
our proposed method gives a better reconstruction 
speed-performance trade-off. 

3.3 Robustness of the proposed method 
Usually, we obtain the images by a variety of sensors. 
However, there are system internal noise and interference 
noise whether it is MODIS or other image sensor. There-
fore, it is necessary to test the robustness of the su-
per-resolution methods to noise. 

In this experiment, we add some Gaussian noise (with 
zero mean and variance  ) on a test image and demon-
strate the performance of our method with different va-
riance of noise. We compared our method with the Bi-
cubic interpolation method, ScSR method, ANR method 
and JOR[21] method when the noises with 

10 , 15 , 20 , 25 and 30  are added 
on the test image.  

Table 1  PSNR(dB) and SSIM of the reconstruct images by different methods. 

Factor Image Bicubic ScSR ANR JOR Our method 

2 

Channel 1 22.67/0.9665 23.71/0.9739 23.65/0.9727 24.25/0.9767 24.53/0.9785 

Channel 2 23.33/0.9696 24.44/0.9767 24.37/0.9775 25.27/0.9813 25.40/0.9815 

Channel 3 25.42/0.9369 26.08/0.9465 26.23/0.9732 26.79/0.9787 26.92/0.9792 

Channel 4 25.21/0.9433 25.89/0.9522 25.99/0.9740 26.45/0.9746 26.73/0.9751 

Channel 7 23.25/0.9680 24.28/0.9750 24.37/0.9775 24.87/0.9795 25.02/0.9803 

3 

Channel 1 21.06/0.9579 21.78/0.9630 21.79/0.9632 22.01/0.9653 22.14/0.9656 

Channel 2 21.64/0.9617 22.42/0.9669 22.42/0.9670 22.96/0.9681 23.03/0.9688 

Channel 3 24.22/0.9592 24.73/0.9632 24.72/0.9625 24.93/0.9657 25.16/0.9662 

Channel 4 23.97/0.9598 24.50/0.9636 24.50/0.9636 24.86/0.9649 25.01/0.9654 

Channel 7 21.62/0.9602 22.37/0.9656 22.39/0.9659 22.60/0.9693 22.76/0.9680 
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Fig. 3  Visual comparison with different SR results on channel 1 image by different methods (S=3). (a) Bicubic 

method. (b) ScSR method. (c) ANR method. (d) JOR method. (e) Our method. (f) Original image. 

(b)(a) 

(d)(c) 

(f)(e) 

Table 2  Consumed time(s) of different methods. 

Factor Method Channel 1 Channel 2 Channel 3 Channel 4 Channel 7 Average 

x2 

ScSR 548.87 528.34 536.42 553.60 568.73 547.192 

ANR 3.53 3.26 3.31 3.69 3.51 3.460 

JOR 50.12 47.33 48.45 48.34 52.62 49.372 

Our method 58.11 55.82 58.25 53.89 60.64 57.342 

x3 

ScSR 537.21 583.82 598.54 612.77 623.28 591.124 

ANR 2.99 2.14 2.89 3.08 3.27 2.874 

JOR 28.34 29.53 30.12 32.21 36.73 31.386 

Our method 41.93 49.01 46.25 45.25 48.54 46.196 
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The recovered results of different methods are dis-
played in Fig. 4. From Fig. 4, we can see that when the 
noise becomes heavier, the PSNR of different methods 
come heavier, the PSNR of different methods degrades on 
different levels. However, the PSNR of Bicubic interpola-
tion method, ScSR method, ANR method and JOR[21] 
method are degraded faster than our method. This means 
our method has better robustness to noise. 

3.4 Discussion of the dictionary size 
In this experiment, we will investigate the influence of the 
dictionary size on the performance of our proposed me-
thod. We only vary the dictionary size when investigating 
the performance of the dictionary size. Fig. 5 displays the 
PSNR of the reconstruction results when the number of 
topics was 20 and the dictionary size was from 100 to 
1000. 

Figure 5(a) displays the results under magnification 
factor 2S  and Fig. 5(b) displays the results under 
magnification factor 3S . Obviously, we can see that 

the dictionary with more atoms, the reconstruction im-
ages get higher PSNR from the curve in Fig. 5. In this 
experiment, we only displayed the results on channel 1 
image because we can get the similar results on other 
images. Larger dictionary will get better reconstruction 
results, but the time complexity of dictionary training is 
also rising fast. In order to make a balance between the 
time complexity of dictionary training and the recon-
struction performance, we implemented our experiments 
with dictionary size 500 from sections 3.1 to 3.3. 

4  Conclusions 
In this paper, we proposed an MODIS image su-
per-resolution reconstruction via learned topic dictiona-
ries and regression Matrices. We select the bilateral filter 
to extract the detail part of image as the object because 
detail part has a better sparsity. Meanwhile, we focus on 
the relationships among patches, which results in unde-
sired results. We adopt the pLSA model to discover the 

Variance

Bicubic

ScSR

ANR

JOR

Our proposed

Fig. 4  The noise robustness of different methods. 
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Fig. 5  PSNR (dB) with different dictionary sizes on channel 1 image. (a) S=2. (b) S=3. 

(b)

21.85

21.95

22.05

22.15

22.35

P
S

N
R

/d
B

 

22.25

24.3 

24.4 

24.5 

24.6 

24.7 

24.8 

24.9 

25.0 

P
S

N
R

/d
B

 

(a) 

100 200 300 400 500 600 700 800 900 1000

Dictionary size 

100 200 300 400 500 600 700 800 900 1000

Dictionary size 



DOI: 10.3969/j.issn.1003-501X.2017.10.003 OEE | Advances
 

965 

semantic relationships about patches. Therefore, we can 
locally decide which topic it belongs to and the corres-
ponding matrix to predict a possible HR patch for a given 
LR patch. Our experimental results show that the pro-
posed method, which can greatly reduce the reconstruc-
tion artifacts. Moreover, whether from the visual effect or 
PSNR, SSIM and the robustness to noise, our method 
performs superior to other three methods. 
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